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Abstract16

We use numerical simulations to study the resonant interaction of relativistic electrons17

with rising-frequency EMIC wave packets in the H+ band. We find that precipitation18

fluxes are formed by quasi-linear interaction and several nonlinear interaction regimes19

having opposite effects. In particular, the influence of Lorentz force on the particle phase20

(force bunching) decreases precipitation for particles with low equatorial pitch angles (up21

to 15–25◦), and can even block it completely. Four other nonlinear regimes are possible:22

nonlinear shift of the resonance point (can cause pitch angle drift in both directions);23

phase bunching (slightly increases pitch angle for untrapped particles); directed scatter-24

ing (strongly decreases pitch angle for untrapped particles) and particle trapping by the25

wave field (decreases pitch angle). Equatorial pitch angle distribution evolution during26

several passes of particles through the wave packet is studied. The precipitation fluxes27

are evaluated and compared with theoretical estimates. We show that strong diffusion28

limit is maintained for a certain range of energies by a wave packet with realistic am-29

plitude and frequency drift. In this case, the quasi-linear theory strongly underestimates30

the precipitated flux. With increasing energy, the precipitated fluxes decrease and be-31

come close to the quasi-linear estimates.32

1 Introduction33

The loss of relativistic radiation belt electrons has been observed and studied the-34

oretically for a number of years (Thorne & Kennel, 1971; Millan & Thorne, 2007; Mor-35

ley et al., 2010; Engebretson et al., 2015). The resonant interaction of relativistic elec-36

trons with electromagnetic ion-cyclotron (EMIC) waves is believed to be one of the main37

causes of this precipitation.38

Initially, resonant interaction of relativistic electrons with EMIC waves has been39

analyzed within the framework of the quasi-linear theory (Summers & Thorne, 2003; Jor-40

danova et al., 2008; Shprits et al., 2009). However, along with the noise bursts of EMIC41

waves, quasi-monochromatic wave packets (pearls or hydromagnetic chorus emissions)42

with frequencies of several Hz are often observed and their amplitudes, even moderate43

ones, can be high enough to ensure strongly nonlinear interaction (Kangas et al., 1998;44

Demekhov, 2007; Engebretson et al., 2007; Engebretson et al., 2008; Pickett et al., 2010).45

Pearl emissions (periodic sequences of quasi-monochromatic wave packets with periods46

about 100 s and increasing frequency inside each packet) are explained by a passive mode47

locking regime of the ion cyclotron instability (Belyayev et al., 1984; Belyaev et al., 1987;48

Demekhov, 2007; Trakhtengerts & Rycroft, 2008). Hydromagnetic chorus emissions or49

EMIC triggered emissions (Pickett et al., 2010) are similar in structure to whistler mode50

(ELF/VLF) chorus emissions (e.g. (Santolik et al., 2003)), and they are probably gen-51

erated by a similar mechanism (Trakhtengerts, 1995). Nonlinear models of hydromag-52

netic chorus emissions were developed by Trakhtengerts and Demekhov (2007); Omura53

et al. (2010); Shoji et al. (2011). It is also worth noting that the observed loss of the outer54

radiation belt (Morley et al., 2010) can be too fast to be explained by quasi-linear dif-55

fusion rates.56

Albert and Bortnik (2009) analyzed nonlinear interaction of relativistic electrons57

with an EMIC wave with a constant frequency. They showed the possible role of two non-58

linear regimes: phase bunching without trapping, which leads to rapid pitch angle in-59

crease and thus can decrease the precipitation flux, and particles trapping by the wave60

field, which results in decreasing pitch angle. Artemyev et al. (2015) showed that trap-61

ping by the EMIC wave is stable with respect to non-resonant magnetic field fluctua-62

tions.63

Nonlinear interaction of relativistic electrons with a model EMIC wave packet, cor-64

responding to the emission with rising frequency, has been studied through theoretical65

analysis and test particle simulations in (Omura & Zhao, 2012, 2013; Kubota & Omura,66
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2017; Grach & Demekhov, 2018a, 2018b). Kubota and Omura (2017) showed that com-67

bined scattering process of the nonlinear wave trapping and another nonlinear regime68

’SLPA’ (Scattering at Low Pitch Angle) can lead to the rapid loss of relativistic electrons.69

The authors explained ’SLPA’-regime by the influence of Lorentz force on the particle70

phase (hereafter termed force bunching).71

In (Grach & Demekhov, 2018a, 2018b) it was shown that a strong non-diffusive de-72

crease of the pitch angle of untrapped electrons can also occur for fairly high pitch an-73

gles. This effect, called directed scattering, is not related to the force bunching and oc-74

curs for a small group of particles that spend a long time near the separatrix on the phase75

plane far from the saddle point, i.e., in the region where the phase is opposite to the phase-76

bunched particles.77

Long time evolution of particle distribution function as a result of nonlinear res-78

onant interaction with a monochromatic wave (various modes) was studied by Artemyev79

et al. (2017, 2018). The generalized Fokker-Planck equation, allowing for nonlinear regimes,80

was obtained; its analytical solutions have been validated by results of test particle nu-81

merical simulations. Two nonlinear regimes were taken into account: phase bunching (non-82

linear scattering) and wave trapping; those regimes cause particles fast transport in phase83

space in the opposite directions. As a result, the Gaussian-shaped particle distribution84

function was shown to reach almost isotropic stationary solution. Kubota and Omura85

(2017) analyzed long time evolution of particle distribution in equatorial pitch angles un-86

der the resonant interaction and found echoes of electron depletion by the localized EMIC87

wave packets with rising frequency. They excluded particles with initial equatorial pitch88

angles near the loss cone from the consideration to avoid quasi-linear effects.89

In this paper, we study the evolution of pitch angle distribution function during90

several passes of particles through the EMIC wave packet with rising frequency. We take91

into account particles with low initial equatorial pitch angles (close to the loss cone) and92

show that such particles play an important and peculiar role in the formation of precip-93

itated flux. We also calculate precipitated fluxes, and compare them with theoretical es-94

timates obtained from quasi-linear equations, and analyze the roles of quasi-linear in-95

teraction and several nonlinear regimes in the flux formation.96

We show that under sufficiently high but realistic wave amplitude and relatively97

low refractive index the influence of Lorentz force on the particle phase (force bunching)98

can be very significant for the particles close to the loss cone. For these particles, force99

bunching can increase pitch angles and even block the precipitation completely from a100

noticeable range of low pitch angles. We show that, in the dominant part of the consid-101

ered parameter region, the pitch angle distribution in the vicinity of the loss cone is close102

to isotropic. The precipitation fluxes are formed as a result of several interaction regimes103

with opposite effects. The numerical fluxes are close to quasi-linear theoretical estimates104

when these estimates are applicable, and may significantly exceed them in other cases.105

In section 2 we describe the simulation model. In section 3.1, we summarize known106

results about the possible interaction regimes and apply them to the chosen parameters,107

and also consider some new aspects of the force bunching. In section 3.2, we discuss the108

role of various interaction regimes in forming the precipitation flux. In section 4, we dis-109

cuss the evolution of the pitch-angle distribution, obtain precipitation fluxes and com-110

pare the results with theoretical estimates. Section 5 is devoted to discussion and con-111

clusions.112
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2 Simulation Model113

2.1 Theory114

For parallel-propagating EMIC waves, the resonant interaction with electrons is115

possible only at the anomalous cyclotron resonance, and the resonance condition is writ-116

ten as follows:117

∆ = ω − kv|| + Ωc/γ = 0, (1)

where ω and k are wave frequency and number, respectively, v|| is field-aligned veloc-118

ity, Ωc = eB0/mc, B0 is geomagnetic field, e > 0 is elementary charge, γ =

√
1 + [p/(mc)]

2
,119

m and p are the electron rest mass and momentum, respectively.120

If the external field inhomogeneity is smooth, wave magnetic field amplitude Bw121

is not too high (Bw � B0) and wave characteristics vary slowly in time and space on122

the scales of 2π/Ωc and 2π/k, respectively, the resonant interaction of a test electron with123

EMIC wave can be described by the following equations:124

dW

dt
= −ev⊥|Ew| sin Ψ; (2)

dI⊥
dt

= − 2e

mB0
p⊥(1− n||β||)|Ew| sin Ψ; (3)

dΨ

dt
= −∆− e

p⊥
(1− n||β||)|Ew| cos Ψ; (4)

dz

dt
=

p||

mγ
. (5)

Here the subscripts ⊥ and || denote projections to the transverse and parallel directions125

with respect to B0, respectively, Ew is wave electric field amplitude, n|| = kc/ω, Ψ is126

the gyrophase defined as the angle between p⊥ and −Bw, β|| = v||/c, W = (γ−1)mc2127

and I⊥ = p2
⊥/(mB0) are the electron kinetic energy and the first adiabatic invariant128

respectively, and z is coordinate along the geomagnetic field. In the right-hand side of129

equation (4) the first term represents inertial, or kinematic bunching, while the second130

one represents the influence of Lorentz force on the particle phase (force bunching).131

For EMIC waves, ω � Ωc; thus, the resonant interaction is possible only for k‖v‖ >132

0 and the change in electron energy W will be insignificant: γ ≈ const (Bespalov & Trakht-133

engerts, 1986; Albert & Bortnik, 2009). The interaction result is described by the change134

in the adiabatic invariant I⊥ or equatorial pitch angle ΘL, µ = sin2 ΘL = (p2
⊥/p

2)(BL/B0).135

Particle behavior (interaction regime) is determined by the inhomogeneity param-136

eter R = σRR (Karpman et al., 1974; Albert, 1993, 2000; Albert & Bortnik, 2009; Kub-137

ota & Omura, 2017; Grach & Demekhov, 2018a), where σR = ±1 determines the ef-138

fective inhomogeneity sign, and139

R =
|d∆/dt|

Ω2
tr

. (6)

Here Ω2
tr is frequency of electron oscillations in the wave field near the effective poten-140

tial minimum (Grach & Demekhov, 2018a; Demekhov et al., 2006). Under real condi-141

tions, the parameter R changes both in time and in space; these changes are associated142

both with medium inhomogeneity (including changes in the wave packet frequency and143

amplitude) and nonlinear changes in the particle parameters during the interaction. How-144

ever, the main features of the particle motion can be categorized based on the R values145

calculated at the resonance point in the linear approximation. For R > 1, the trajec-146

tories of all particles are infinite (all particles are untrapped), and for R < 1 there is147

a minimum of the wave effective potential, i.e. particle trapping by the wave field is pos-148

sible. The trajectories of the trapped particles are finite. For resonant interaction of elec-149

trons with EMIC wave packet, which is generated near the equator and propagates away150
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from it, the effective inhomogeneity is negative. All the expressions below assume σR =151

−1.152

The case of R� 1 corresponds to the quasi-linear regime. In this case the change153

in particle equatorial pitch angle (and energy) is determined by the resonance phase (Albert,154

2000; Albert & Bortnik, 2009; Grach & Demekhov, 2018a):155

∆µ = Kµ sin (Ψres − π/4). (7)

Here µ = sin2 ΘL,156

Kµ =
2e

mB0
|p⊥(1− n||β||)Ew|

√
2π

|Ψ′′t |res
, (8)

|Ψ′′t |res is the absolute value of second phase time derivative at the resonance point on157

the unperturbed trajectory. In the quasi-linear regime, the resonance phase Ψres linearly158

depends on the initial phase Ψ0, and for ensemble of particles equatorial pitch angle dif-159

fusion takes place:160

〈∆µ〉lin = 0; (9)
161

〈∆µ〉linrms =
√
〈(∆µlin − 〈∆µ〉lin)2〉 = Kµ/

√
2. (10)

Hereafter, angle brackets denote phase averaging.162

For R ≤ 1, the resonant interaction is nonlinear, which leads to a drift in pitch163

angles for both trapped and untrapped particles. The drift direction is determined by164

the interaction regime and the sign of effective inhomogeneity. For σR = −1, phase bunch-165

ing of untrapped particles increases the pitch angle by a value that depends only weakly166

on the initial phase (Albert, 1993, 2000; Albert & Bortnik, 2009; Grach & Demekhov,167

2018a, 2018b). In some papers (Artemyev et al., 2017, 2018) this regime is called non-168

linear scattering. Directed scattering (Grach & Demekhov, 2018a, 2018b) can significantly169

decrease equatorial pitch angle for a small group of untrapped particles. This group crosses170

the separatrix on the phase plane far from the saddle point (near the reflection point),171

i.e., in the region where the phase is opposite to the phase-bunched particles. The sec-172

ond order resonance condition is approximately fullfilled for these particles (d2Ψ/dt2 ≈173

0), and they spend a long time in the separatrix region, which leads to noticeable pitch174

angle decrease (detailed analysis of the phase plane can be found in (Grach & Demekhov,175

2018a)). The third regime is the particle trapping by the wave field, in which case the176

equatorial pitch angle also significantly decreases.177

Nonlinear effects can also take place for R ≥ 1. For low pitch angles and large Kµ178

in the case of Kµ > µ quasi-linear estimate (7) won’t apply (or will apply only for par-179

ticles with certain initial phases). Force bunching (which is neglected in (7)) also becomes180

important for low ΘL (small µ). If the wave amplitude is high enough, then the reso-181

nance point is shifted during the interaction, and in the case of strong dependence Kµ(µ)182

that can cause drift in µ (〈∆µ〉 6= 0).183

2.2 Wave packet model and plasma parameters184

EMIC waves are observed in a wide range of geocentric distances L = 3–10 and185

longitudes 05–21 MLT (Anderson & Hamilton, 1993; Fraser & Nguyen, 2001; Loto’Aniu186

et al., 2005; Usanova et al., 2012; Keika et al., 2013). The frequencies of quasi-monochromatic187

wave packets (pearls or hydromagnetic chorus emissions) are in the range 1–3 Hz. Typ-188

ical wave amplitudes are about 1–2 nT (Mursula, 2007; Engebretson et al., 2007; Enge-189

bretson et al., 2008), but values as large as 11 nT were observed (Engebretson et al., 2015).190

In this paper, we consider the wave packets representing hydromagnetic chorus emis-191

sions with rising frequency, between the He+ and proton gyrofrequencies (i.e., in the H+
192

band).193
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The dipole model of geomagnetic field is used with McIlwain parameter L = 5.69.194

Cold plasma density at equator is Ne = 30 cm−3, proton density at equator is NH+ =195

0.95Ne, helium and oxygen densities at equator are NHe+ = NO+ = 0.025Ne = 0.025Ne.196

The initial packet length is Lpt ≈ 4500 km, the frequency grows linearly from ffe =197

1.025 Hz (≈ 0.38fH , where fH is proton gyrofrequency) at the front edge to fte = 2.3 Hz198

(≈ 0.85fH) at the trailing edge zte ≈ −1 km. As was shown by Kubota and Omura199

(2017); Grach and Demekhov (2018a, 2018b), the result of the resonance interaction can200

significantly depend on the amplitude profile. Like in (Grach & Demekhov, 2018a, 2018b),201

we also consider two initial profiles of the wave amplitude: constant (flat packet) and202

Gaussian-shaped (Gaussian packet) magnetic amplitude Bw. The maximum initial am-203

plitude is chosen as Bmax
w = 3 nT. The Gaussian shape seems more realistic, but we204

consider both shapes in order to demonstrate the nonlinear effects more clearly. The cho-205

sen parameters are typical for EMIC events observed by Van Allen Probes in H+ band206

(e.g., (Engebretson et al., 2015)).207

The packet propagates away from the equator (z increases). The evolution of the208

packet (in the cold plasma approximation) is taken into account in the simulation. The209

simulation time is limited to 6.5 s; at later times the dispersion distortion of the packet210

due to the presence of He+ ions becomes significant. This choice of simulation time also211

allows us to neglect the effect of magnetic drift on the electron distribution function in212

a given flux tube. Indeed, the typical transverse size of EMIC wave packets known from213

spaceborne and ground-based measurements is about 2◦. For the chosen energy range214

W0 = 1.4–3.0 MeV, the drift time across the packet will be 17–36 s, which is more than215

two times longer than simulation time. The energy range is chosen based on R values216

for Gaussian packet (see below). The initial equatorial pitch angle range is ΘL0 = 7–217

80◦. From below it is limited by the loss cone (for L = 5.69, ΘLc ≈ 5.8◦) and from218

above by the condition of the resonant interaction for particles within the specified en-219

ergy range.220

The system (2)–(5) was solved numerically by Bogacky-Shampine variant of the221

Runge-Kutta method. Calculations were done for 8 values of energy in the specified range222

(1.4; 1.6; 1.8; 2.0; 2.25; 2.5; 2.75 and 3.0 MeV), 74 values of equatorial pitch angle (step223

of 1 degree) and 180 values of the initial phase (uniformly in [0, 2π]). Thus, for every en-224

ergy, the trajectories of 13320 particles were calculated. At the moment t = 0 all par-225

ticles are placed at the trailing edge of the packet with positive longitudinal velocities.226

As is shown below, this is insignificant for the results, since the particles are spread over227

the field line in 3–4 bounces. If the particle is in the loss cone after leaving the packet228

(ΘL < ΘLc), then the simulation for this particle is stopped.229

3 Specific features of Interaction Regimes230

3.1 Single pass through the wave packet231

3.1.1 Inhomogeneity parameter232

The resonance point locations and the unperturbed values of parameters R and Kµ233

for various initial equatorial pitch angles and the electron energies are shown in Figure 1234

(for the initial packet location, t = 0). The values of Kµ are fairly large even for lin-235

ear conditions (R > 1), which results from relatively low plasma density. The latter de-236

termines the EMIC wave refractive index entering formula (8).237

The resonance point is shifted to the packet trailing edge with increasing ΘL. For238

the flat wave packet, the inhomogeneity parameter R decreases with ΘL and increases239

with energy W0, while for the Gaussian wave packet R has a minimum in ΘL which lo-240

cation depends on particle energy. Parameter Kµ has a maximum in ΘL, but for the flat241

packet the Kµ decrease at high ΘL is insignificant.242
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Figure 1. Resonance point location zres normalized to the Earth radii rE (a), unperturbed

value of the inhomogeneity parameter R (b), and parameter Kµ (c) for the flat packet (dashed

lines) and the Gaussian packet (solid lines). Green dash-dotted lines show the edges and middle

of the packet (a), R = 1 (b) and the line Kµ = µ (c).

Quantitatively, nonlinear regimes R ≤ 1 for the Gaussian packet can be observed243

only for highest energies from the considered range and for a narrow pitch angle range244

near 50◦. For the flat packet, R ≤ 1 regimes can be observed for all energies, but for245

relatively high pitch angles ΘL > 40◦. At the same time, as the dependence Kµ(ΘL)246

shows, various nonlinear effects are possible for R > 1 at low pitch angles, since the in-247

equality Kµ > µ is satisfied in a sufficiently wide pitch angle range (for all energies for248

the flat packet, for W0 < 2.75 MeV for the Gaussian packet). For some pitch angles249

|dKµ/dΘL0| is relatively large, which means that nonlinear shift of the resonance point250

can be effective.251

For Gaussian packet, propagation away from the equator shifts the location of min-252

imum R to the lower ΘL and increases its value (for illustration, see (Grach & Demekhov,253

2018a)). Consecutively, R decreases for smaller ΘL and increases for higher ΘL. For the254

the flat packet, qualitatively the dependence on packet location is the same, but quan-255

titatively it is much weaker.256

Due to a fairly high wave amplitude and the packet being relatively short, the re-257

gion of resonant interaction is determined by the effective packet length. Because of this,258

resonant interaction with packets with different profiles can yield different results even259

when resonance points are located in the middle of the packet (where R and Kµ are the260

same for both packets).261

In (Grach & Demekhov, 2018a, 2018b) a similar wave packet was considered, but262

with a higher electron density Ne. This leads to a higher refractive index n which in turn263

shifts the range of resonant electron energies to lower values and noticeably decreases264

R. In that case, nonlinear regimes R ≤ 1 are also possible and effective for the Gaus-265

sian wave packet.266
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Figure 2. Phase averaged change in µ for the Gaussian (a) and flat (b) wave packets.

3.1.2 Change in pitch angle in different interaction regimes267

The possibility and the comparative influence of various interaction regimes can268

be analyzed based on the phase averaged change of µ = sin2 ΘL. Dependencies 〈∆µ〉(ΘL,W0)269

are shown in Figure 2.270

According to Figure 2, various nonlinear regimes (〈∆µ〉 6= 0) are possible in a cho-271

sen range of parameters. Detailed analysis of particle trajectories shows the following.272

For the Gaussian packet, positive 〈∆µ〉 results from combined effect of force bunch-273

ing and nonlinear shift of the resonance point under condition dKµ/dΘL0 > 0. Force274

bunching dominates for lower pitch angles, when the condition Kµ ≥ µ is satisfied for275

R > 1, i.e. quasi-linear estimate (7) formally allows pitch angle decrease to the nega-276

tive values. Under these conditions, the force bunching (the second term on the right-277

hand side of (4), which is enhanced when p⊥ → 0) ensures the physical consistence of278

the system (2)–(5) solution (the positivity of the first adiabatic invariant) and increases279

pitch angle during resonant interaction. For initial pitch angles near the loss cone, the280

influence of force bunching is so strong, that not only the mean value 〈∆µ〉 > 0, but281

also ∆µ > 0 for a single particle with an arbitrary initial phase. For this case, the par-282

ticle trajectories, phase plane and ∆µ(Ψres) are shown in Figure 3a. Note that the co-283

efficients of the system (2)–(5) depend on time explicitly, i.e., the system is non-autonomous.284

Therefore, the trajectories on the phase plane may intersect (different trajectories reach285

the same point at different times). As one can see, resonance phase can take values from286

a limited range, and doesn’t equal the phase at the point dΨ/dt = 0.287

In the case when the maximum of the 〈∆µ〉(ΘL0) is located at the intermediate pitch288

angles (W0 > 2 MeV), this maximum is caused by the nonlinear shift of the resonance289

point under condition dKµ/dΘL0 > 0. The negative values of 〈∆µ〉 are caused by the290

nonlinear shift of the resonance point under condition dKµ/dΘL0 < 0, i.e. when change291

in pitch angle (7) decreases with ΘL0. This case is illustrated by Figure 3b. As one can292
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Figure 3. Illustration of the possible interaction regimes. Plots in columns a), b), and c) cor-

respond, respectively, to the force bunching, nonlinear shift of the resonance point, and various

regimes at R < 1. Top rows show the oscillograms of ΘL, middle rows show the phase plane,

and bottom rows show the ∆µ dependence on the resonance phase. Colors denote types of par-

ticle trajectories: black and blue correspond to untrapped particles with ∆µ > 0 and ∆µ < 0,

respectively, magenta to phase-bunched particles, cyan to directed scattering and red to wave

trapping. Green dashed lines in the top and bottom rows indicate loss cone, and green solid lines

correspond to quasi-linear estimate (7).
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see, phase portrait of the system is close to the quasi-linear regime, while the dependence293

∆µ(Ψres) differs from estimate (7).294

Nonlinear regimes corresponding to R ≤ 1, i.e. phase bunching, directed scatter-295

ing and particle trapping by the wave field occur for a certain fraction of particles for296

energies W0 ≥ 2.5 MeV in the vicinity of the minimum 〈∆µ〉 (trapping only takes place297

for W0 = 3.0 MeV).298

For the flat packet, the region ΘL0 < 30–35◦ corresponds to the combined effect299

of force bunching and nonlinear shift of the resonance point under condition dKµ/dΘL0 >300

0 (force bunching predominates for lower ΘL0). For the intermediate pitch angles (from301

30–50◦ for W0 = 1.4 MeV to 40–65◦ for W0 = 3.0 MeV), the main interaction regimes302

are phase bunching (causes local maximums 〈∆µ〉 > 0) and directed scattering (causes303

local minimums 〈∆µ〉 ≈ 0). The smooth global minimum under high ΘL is caused by304

the effective wave trapping, though for untrapped particles both phase bunching and di-305

rected scattering can take place. This case is shown in Figure 3c. The global minimum306

of the dependence 〈∆µ〉(ΘL) for the flat packet corresponds to the unperturbed reso-307

nance point located at the trailing edge of the packet. At higher pitch angles, the un-308

perturbed resonance condition is not fulfilled within the packet, but due to a nonlinear309

shift of the resonance point, for some particles the resonance condition can be fullfilled;310

all such particles are trapped by the wave field. Detailed study of the nonlinear inter-311

action regimes under R < 1 can be found in (Grach & Demekhov, 2018a, 2018b).312

For both packets, increasing of the electron energy shifts 〈∆µ〉(ΘL) to the higher313

ΘL. Wave packet propagation away from the equator will shift 〈∆µ〉(ΘL) to the lower314

ΘL (same as with R(ΘL),Kµ(ΘL)).315

3.2 Precipitation mechanisms and effects of wave packet propagation316

Preliminary analysis of particle trajectories shows that precipitation is possible as317

a result of either almost quasi-linear interaction, directed scattering or wave trapping.318

The range of particle pitch angles for which the precipitation in either regime is possi-319

ble is also influenced by force bunching, nonlinear shift of the resonance point and phase320

bunching. To study the role of each precipitation mechanism we plot temporal dynam-321

ics of ’scattering’ equatorial pitch angle ΘLsc defined as equatorial pitch angles of pre-322

cipitated electrons before the last interaction. Similar analysis was made by Kubota and323

Omura (2017), for different wave packet and plasma parameters, but they did not dis-324

cuss the precipitation for the particles near the loss cone. We also show the distribution325

of all precipitated particles over ΘLsc.326

3.2.1 Gaussian wave packet327

The results for the Gaussian wave packet are shown in Figure 4. For the first 3–328

4 passes of particles through the wave packet in the resonant direction (which takes about329

2 s) the temporal dynamics is influenced by the initial particle distribution in space. Re-330

call that at t = 0, the ensemble of the particles is placed at the trailing edge of the wave331

packet. After that, the particles can be considered uniformly distributed between the mir-332

ror points. The initial particle location doesn’t influence the distribution of precipitated333

particles over the scattering pitch angles.334

The precipitation is possible only for ΘLsc ≤ 35◦. For these values, three regimes335

are possible: almost quasi-linear regime, force bunching, and nonlinear shift of the res-336

onance point with 〈∆µ〉 > 0. Nonlinear resonance shift with 〈∆µ〉 < 0 takes place only337

for ΘL ≥ 40◦, which is above ΘLsc range. That means that precipitation in this regime338

is not possible, but particles can be effectively moved to the lower pitch angles (see also339

Figure 3b). As it was mentioned above in Section 3.1.2, the nonlinear regimes under R ≤340

1 take place only for a small fraction of particles and do not have significant effect.341
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Figure 4. Equatorial pitch angles ΘLsc of precipitated electrons before the last interaction

with the wave packet as a function of time, for the Gaussian wave packet. Time stamps cor-

respond to particle exiting the wave packet, i.e. approximately a one and a quarter of bounce

period TB before precipitating. Panel (i) shows the distribution of precipitated particles over

ΘLsc during the entire simulation interval.

For particles with energies 1.6–2.5 MeV, the influence of force bunching is strong342

enough to block precipitation completely for equatorial pitch angles up to ΘL ≈ 15◦.343

The range of ΘLsc depends on time for most of the energies. For lower energies,344

W0 = 1.4–1.6 MeV, resonance points for ΘL < 25◦ at t = 0 are located closer to the345

trailing edge of the packet and for them R increases and Kµ decreases as the packet prop-346

agates (at the time t = 0, minimum R is located close to the loss cone). Smaller val-347

ues of Kµ correspond to lower initial pitch angles for which estimate (7) gives decreas-348

ing of µ below the loss cone value µc (precipitation in quasi-linear regime) or below zero349

(effective force bunching blocking precipitation). Thus, both maximum and minimum350

ΘLsc decrease in this case. For higher energies, W0 = 2.0–3.0 MeV, the situation is the351

opposite: resonance points for ΘL < 25◦ at t = 0 are located closer to the front edge352

of the packet, thus R decreases (Kµ increases) as wave packet propagates. Thus, both353

maximum and minimum values of ΘLsc increase.354

Distributions of precipitated particles over ΘLsc (Figure 4i) have similar profiles355

for all the energies, i.e., they have a smooth maximum in the middle of the ΘLsc range.356

3.2.2 Flat wave packet357

The temporal dynamics of ΘLsc is shown in Figure 5.358

For all energies, there is a small number of particles which are scattered into loss359

cone having initial pitch angle that differs from ΘLc by fractions of a degree. The anal-360

ysis of their trajectories shows that these particles precipitate after non-resonant inter-361

action with the wave packet (due to the large amplitude) to conjugated ionosphere. Their362
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Figure 5. Same as in Figure 4, but for the flat packet.

number is small compared to the total number of precipitated particles, and they do not363

influence any further results.364

Force bunching blocks precipitation from low pitch angles for all energies, though365

its influence (range of ’blocked’ pitch angles) decreases with energy and varies with time.366

Scattering pitch angles ΘLsc < 45–50◦ correspond to precipitation after almost quasi-367

linear interaction or directed scattering. High scattering pitch angles correspond to pre-368

cipitation directly caused by wave trapping. This effect is possible only for energies W0 =369

1.4–2.0 MeV; with increasing energy this precipitation starts later in time. It can be ex-370

plained as follows. For higher energies, the region of effective wave trapping is located371

at higher ΘL (see Figure 2b), thus even the same value of 〈∆µ〉 is not enough for a par-372

ticle to precipitate. Wave packet propagation shifts the effective wave trapping region373

to lower pitch angles, which makes precipitation possible.374

Distributions of precipitated particles in pitch angles have different profiles for dif-375

ferent energies. Apart from the very narrow maximum very close to the loss cone, which376

corresponds to the particles precipitated after non-resonant interaction, their structure377

is as follows. For W0 = 1.4–1.8 MeV, the distributions have three local maxima: the378

first one (near 20◦) corresponds to quasi-linear regime, and the second (around 40◦) and379

third (50–70◦) ones correspond to directed scattering and wave trapping, respectively.380

The ’dip’ between the second and the third maxima can also be seen on the temporal381

dynamics panels. It corresponds to the region where phase bunching prevails (recall that382

phase bunching results in a pitch-angle increase). For energies W0 = 2.0–3.0 MeV, pre-383

cipitation is mostly caused by quasi-linear regime, though precipitation by directed scat-384

tering is also possible for a number of particles.385

The smooth variations of scattering pitch angle range (for quasi-linear regime) are386

connected with fluctuations in 〈∆µ〉(ΘL); wave packet propagation will shift the local387

extrema of 〈∆µ〉(ΘL).388
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Figure 6. The evolution of pitch angle distribution for the Gaussian packet (blue lines) and

the flat packet (red lines). Solid black line shows the initial distribution ΦΘL |t=0 = const = Φ0
ΘL

,

dash-dotted black line indicates ΘLc.

4 Pitch Angle Distribution and Precipitation Fluxes389

In the further analysis of the simulation results, the total simulation time 6.5 s is390

divided into 11 intervals {∆ti} = ti+1 − ti, i = 0, 1, ..11, t0 = 0, where ∆t0 = 0.2 s391

and the subsequent intervals ∆t0<i<11 = 0.6 s. The latter value corresponds to the bounce392

period of particles close to the loss cone: TB(ΘL = ΘLc) ≈ 0.6–0.64 s. Since at the393

initial time t = 0 all electrons are located at the trailing edge of the wave packet, the394

first time interval ∆t0 = 0.2 s was chosen sligthly longer than the time TB(ΘL = ΘLc)/4 ≈395

0.15 s after which a particle near the loss cone reaches the ionosphere. Since ∆t0 < TB(ΘL =396

80◦) ≈ 0.33 s we can say that during ∆t0 all particles passed the wave packet in res-397

onant direction only once. We average the particle distribution function and the precip-398

itation flux over the intervals ∆ti and attribute the obtained result to the time Ti = (ti+1+399

ti)/2 (the middle of the interval ∆ti).400

To analyze the simulation results in terms of particle distribution function and to401

compare obtained precipitation fluxes with quasi-linear estimates, we have to establish402

the connection between the distribution function ΦΘL
(ΘL) (or Φµ(µ)) and the distribu-403

tion of the test particles in the phase space. This procedure is described in detail in the404

Appendix.405

4.1 Evolution of pitch angle distribution406

The particles distribution function ΦΘL
(ΘL) for both wave packets for several en-407

ergy values at several times Ti is shown in Figure 6.408

For the flat packet, the distribution function dynamics is qualitatively similar for409

all the energies considered. For the low equatorial pitch angles near the loss cone, the410

distribution function is either close to isotropic (with a value slightly lower than the ini-411

tial value Φ0
ΘL

; this value decreases slightly with increasing energy), or it has a local max-412
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imum in the loss cone. In most cases, the global maximum of the distribution function413

is located at the pitch angles 60–70◦ and is equal to the initial value ΦΘL
(ΘL) or slightly414

exceeds it.415

For the Gaussian packet, for intermediate energies W0 = 1.8–2.25 MeV and not416

high pitch angles ΘL ≤ 60◦ the distribution function almost coincides with the distri-417

bution function for the flat packet. For lower energies W0 = 1.4–1.6 MeV, this state-418

ment is valid in the beginning of the simulation, and for energy W0 = 2.5 MeV it is valid419

for late times. The similar behavior of distribution functions for both packets corresponds420

to the resonance points for particles with intermediate pitch angles located in the mid-421

dle of the wave packet. It also agrees with the dynamics of the scattering pitch angles422

shown in Figure 4 (as wave packet propagates, scattering pitch angle range decreases for423

W0 = 1.4–1.6 MeV and increases for W0 = 2.5 MeV).424

At late times for energies 1.4–1.6 MeV and initial times for W0 = 2.5 MeV, the425

distribution function smoothly increases from a value Φc
ΘL

in the loss cone to the ini-426

tial value at pitch angles ΘL = 30–40◦; the value of Φc
ΘL

is not small. For higher en-427

ergies 2.75–3.0 MeV, the distribution function abruptly increases from small value Φc
ΘL

428

to the initial value Φ0
ΘL

at pitch angles ΘL ≈ 15–20◦. For higher pitch angles, ΦΘL
fluc-429

tuates.430

The main difference between the the flat and Gaussian wave packets is observed431

for high pitch angles ΘL > 60◦, because for this range the resonance points are located432

near the trailing edge of the packet. For Gaussian packet, due to the small amplitude433

there is no resonant interaction for these pitch angles, and the distribution function re-434

mains constant. For the flat packet, firstly, small fluctuations of ΘL are possible even435

when the exact resonance condition is not fulfilled within the packet, and secondly, due436

to nonlinear shift of the resonance point, a fraction of particles may be trapped by the437

wave field, which results in large pitch angle decrease and leads to the appearance of ’dips’438

in the distribution function in the corresponding region.439

4.2 Precipitation fluxes440

To analyze the precipitation fluxes Snum
pr , directly corresponding to the numerical441

simulation results, we normalize them to the flux SSD
pr in the limiting case of strong dif-442

fusion. In this case the loss cone is filled continuously and distribution function is isotropic;443

the precipitation flux takes the limiting value equal to the trapped flux (Kennel & Petschek,444

1966; Bespalov & Trakhtengerts, 1986; Trakhtengerts & Rycroft, 2008):445

SSD
pr =

Nµc

TB
. (11)

Here N is the total number of particles in geomagnetic field tube with unit cross section446

at the ionosphere, TB =
∫
TB(µ)dµ, µc corresponds to the loss cone.447

In the case when distribution function Φµ(µ) is not isotropic and doesn’t have max-448

imum in the loss cone (i.e., has a finite positive derivative ∂Φµ/∂µ), it is possible to ob-449

tain quasi-linear estimates of precipitation fluxes Slin
pr . For this, we use the smooth ap-450

proximation Φsm
µ (µ) of numerically obtained distribution function. The root mean square451

deviation of µ that determines the diffusion coefficient is calculated using both the an-452

alytical estimate (10) and numerical results (A15). Calculation algorithms for both Snum
pr453

and Slin
pr can be found in the Appendix.454

Since for the flat packet the distribution function is either close to isotropic or has455

a local maximum in the loss cone, quasi-linear estimates of precipitation flux Slin
pr were456

calculated only for the Gaussian packet and only for those times when the derivative of457

the distribution function in the vicinity of loss cone was not close to zero.458
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Figure 7. Precipitation fluxes for the Gaussian packet: normalized precipitation flux

Snum
pr /SSD

pr (solid lines) and quasi-linear flux Slin
pr /S

SD
pr , calculated using diffusion coefficient based

on theoretical estimate (10) (dashed lines) and simulation results (A15) (dotted lines).

The normalized precipitation fluxes are shown in the Figures 7 and 8. Numerical459

fluxes Snum
pr are calculated for intervals starting from moment t1 = 0.2 s, to avoid the460

influence of the initial spatial distribution of the particles. Precipitation fluxes, averaged461

over simulation time, are shown in Figure 9.462

The dynamics of precipitation fluxes corresponds to the dynamics of the distribu-463

tion function. For the flat packet, the flux Snum
pr fluctuates near the limiting flux SSD

pr :464

Snum
pr = (0.8–1.4)SSD

pr . The fluxes exceeding the limiting value correspond to nonmono-465

tonic distribution function having a local maximum in the loss cone.466

The largest values of Snum
pr /SSD

pr (both maximum and time-averaged) correspond467

to the energy 1.4 MeV, the smallest ones correspond to 3.0 MeV. For intermediate en-468

ergies, the dependence of maximum/minimum and average fluxes on the energy is non-469

monotonic (see Figure 9). Such a dependence clearly indicates the competition between470

two nonlinear regimes, which have opposite effects on pitch angle dynamics, but the same471

energy dependence. Recall that force bunching blocks the precipitation from low pitch472

angles, while wave trapping can directly cause precipitation from high pitch angles; the473

influence of both regimes decreases with increasing energy.474

For the Gaussian packet, dependence of normalized flux Snum
pr /SSD

pr on energy and475

time is much stronger. The maximum values of Snum
pr /SSD

pr correspond to intermediate476

energies W0 = 1.8–2.25 MeV. In this case, like in the case of the flat packet, Snum
pr fluc-477

tuates near SSD
pr , though its values are smaller: Snum

pr = (0.7–1.1)SSD
pr . For lower ener-478

gies W0 = 1.4–1.6 MeV the normalized precipitation flux increases with energy and de-479

creases with time; for higher energies W0 = 2.5–3.0 MeV the situation is the opposite.480

This temporal dynamics and dependence on energy follows the dynamics of resonant in-481

teraction effectiveness (the value of R) at low (’scattering’ range) pitch angles.482
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In most cases, analytical and numerical values of the root mean square change in483

µ ((10) and (A15), respectively) are close to each other (see Figure A2). That means that484

theoretical estimate (10) can be valid even in the case of strong nonlinear effects and 〈∆µ〉 6=485

0. Correspondingly, quasi-linear estimates of the precipitation flux obtained by using ei-486

ther (10) or (A15) give similar results. In contrast to this fact, the fluxes Slin
pr are close487

to the ’numerical’ flux Snum
pr only for energies W0 = 2.75–3.0 MeV and for initial times488

for W0 = 2.5 MeV. For lower energies, Slin
pr � Snum

pr . The low values of quasi-linear489

estimates are caused by the following. The smoothed distribution function, which is used490

for calculating the quasi-linear precipitation flux (see Appendix, Figure A1), in these cases491

is virtually isotropic, while the original distribution function, obtained in the simulation,492

has a local maximum in the loss cone, which can’t be described by the diffusion equa-493

tion.494

It’s interesting to note that for lower energies W0 = 1.4–1.6 MeV, when Φµ in-495

creases monotonically from the loss cone, quasi-linear estimates are also much smaller496

than the numerical fluxes obtained directly from the simulation results. Most likely, it497

is explained by the following factors. Quasi-linear estimates for the precipitation flux are498

obtained by the averaging over bounce oscillations; this approach can be used when change499

in µ during one bounce period (as a result of one resonant interaction) is relatively small.500

With considered parameters of plasma and wave packets, for energies W0 < 2.75 MeV501

and low pitch angles (scattering pitch angles range) ∆µ ∼ µ and overall number of bounce502

oscillations is not large. In this case, averaging over bounce oscillations can lead to in-503

correct results.504

5 Discussion and Conclusions505

The precipitation fluxes are formed as a result of several interaction regimes with506

opposite effects. The influence of each regime depends on wave packet characteristics and507

electron energy.508

Under considered parameters of plasma and wave packets, particle trapping by the509

wave field is not very effective, but the role of nonlinear regimes with inhomogeneity pa-510

rameter R ≥ 1 is significant.511

The effect of force bunching (the influence of Lorentz force on the particle phase)512

on the resonant interaction is rarely discussed in analytical studies. Lundin and Shkliar513

(1977) analyzed motion of resonance electrons with low transverse velocities in the field514

of a whistler mode parallel propagating wave. They showed that when wave amplitude515

is high enough, force bunching leads to systematic increase in electron pitch angle. Our516

simulation shows similar results for electrons interacting with EMIC waves: force bunch-517

ing leads to pitch angle increase for particles with very low pitch angles near the loss cone.518

In most part of the considered energy range (W0 = 1.6–2.25 MeV for the Gaussian wave519

packet and W0 < 3 MeV for the flat wave packet) force bunching blocks the precipi-520

tation completely from a noticeable range of equatorial pitch angles (up to 15◦ and 25◦521

for the Gaussian and flat wave packets, respectively). The significance of the force bunch-522

ing influence is connected with a relatively low electron plasma density; the latter results523

in low refractive index, which in turn leads to large change in equatorial pitch angle when524

R > 1 and trapping by the wave field is not possible. Under different plasma conditions,525

as reported by Kubota and Omura (2017), force bunching can lead to strong equatorial526

pitch angle decrease for particles released from the wave trapping.527

Shift of the resonance point is another nonlinear effect which is important under528

considered conditions when R > 1. For low equatorial pitch angles ΘL ≤ 30–40◦, non-529

linear shift of the resonance point leads to an average increase of the pitch angle. For530

higher pitch angles, this effect takes place only for the Gaussian wave packet and has the531

opposite sign, i.e. pitch angle decreases. This decrease does not directly cause precip-532
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itation, but particles can be moved to the pitch angles where almost quasi-linear diffu-533

sion takes place and precipitation occurs.534

Three nonlinear regimes are possible for inhomogeneity parameter R < 1: phase535

bunching (pitch angle increase for a large number of untrapped particles), directed scat-536

tering (strong pitch angle decrease for a small number of untrapped particles) and par-537

ticle trapping by the wave field (also leads to pitch angle decrease in our case). For the538

Gaussian wave packet and considered parameters, these regimes are possible only for higher539

energies 2.75–3.0 MeV and in a narrow range of pitch angles, so they do not play a sig-540

nificant role. For the flat wave packet, precipitation as a result of directed scattering and541

wave trapping is possible for W0 = 1.4–2.0 MeV. For higher energies, directed scatter-542

ing and wave trapping move particles to the pitch angle range of quasi-linear scattering.543

Phase bunching blocks precipitation from intermediate equatorial pitch angles and moves544

particles into the region of effective wave trapping.545

It is important to note that, even when the nonlinear precipitation is most effec-546

tive (flat packet, W0 = 1.4 MeV, see Figure 5), the number of ’nonlinearly’ precipitated547

particles doesn’t exceed the number of the particles precipitated in almost quasi-linear548

regime. The situation will be different for a plasma with higher cold electron density (Kubota549

& Omura, 2017; Grach & Demekhov, 2018a, 2018b), when the inhomogeneity param-550

eter takes smaller values, and directed scattering and wave trapping are more effective.551

In that case, nonlinear precipitation will be possible for a Gaussian wave packet (Grach552

& Demekhov, 2018a, 2018b), and precipitation fluxes will be formed mostly by combined553

effect of wave trapping and directed scattering (Kubota & Omura, 2017).554

To analyze the precipitation fluxes, we have normalized the precipitation fluxes to555

the flux value in the case of strong diffusion, which corresponds to continuous filling of556

the loss cone, i.e. isotropic distribution function in the vicinity of the loss cone. Max-557

imum normalized fluxes (the whole energy range for the flat packet, W0 = 1.8–2.25 MeV558

for the Gaussian packet) are close in value and fluctuate near strong diffusion flux. In559

these cases, distribution function in the vicinity of the loss cone is close to isotropic; there560

are also moments in which distribution function has a maximum in the loss cone.561

For the flat packet, the normalized flux averaged over the simulation time globally562

decreases with energy, but the dependence is nonmonotonic. This nonmonotonic depen-563

dence results from the competition of nonlinear regimes with mutually opposite effects564

(force bunching and wave trapping) whose strength decreases with energy.565

For the Gaussian packet, the time-averaged normalized flux has a maximum over566

energy. The stronger dependence on particle energy for the Gaussian packet is caused567

by the different amplitude values at different resonance points. Maximum normalized568

fluxes are reached for W0 = 1.8–2.25 MeV; in this case, the resonance points for par-569

ticles with ’scattering’ pitch angles are located near the middle of the packet. For lower570

energies (W0 = 1.4–1.6 MeV) the resonance points for ’scattering’ particles are located571

near the trailing edge of the packet. In this case, the normalized fluxes decrease with time572

and increase with energy. For higher energies 2.5–3.0 MeV (the resonance points for ’scat-573

tering’ particles are located near the front edge of the packet) the situation is the op-574

posite. The temporal dynamics and energy dependence of the precipitation fluxes and575

’scattering’ pitch angles range for lower and higher energy follows the dynamics of in-576

homogeneity parameter R at low (’scattering’ range) pitch angles.577

We have compared the precipitation fluxes, obtained in the simulation, with the-578

oretical quasi-linear estimates. For the parameters where quasi-linear equations for the579

distribution function are applicable, the numerical fluxes are close to theoretical estimates.580

This is true for higher energies (W0 = 2.75–3.0 MeV) for the Gaussian packet. In other581

cases, including the ones where precipitation fluxes are formed under R ≥ 1, i.e., when582
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no trapping is possible, numerical precipitation fluxes exceed theoretical estimates by583

a factor from 2 to more than 10.584

In conclusion, we briefly summarize the main results of this study.585

1. The influence of Lorentz force on the particle phase (force bunching) can completely586

block the precipitation from low equatorial pitch angles.587

2. For the major part of the considered parameter domain, the pitch angle distribu-588

tion is close to isotropic in the vicinity of the loss cone.589

3. The precipitation fluxes are formed as a result of several interaction regimes with590

opposite effects. For higher energies (2.75–3.0 MeV in the considered case), the-591

oretical quasi-linear estimates are applicable, and the numerical fluxes are close592

to them. For lower energies, numerical precipitation fluxes exceed theoretical es-593

timates by a factor from 2 to more than 10. This result is important for using quasi-594

linear diffusion fluxes in numerical modelling of radiation belts.595

Appendix A Calculation of the Pitch Angle Distribution Function and596

Precipitation Fluxes597

Most of the expressions below follow (Bespalov & Trakhtengerts, 1986; Trakhtengerts598

& Rycroft, 2008) and are given here for the reader’s benefit.599

Let f be the particle distribution function averaged over gyrophases. If the pitch600

angle and energy change during one bounce oscillation is not very large, then the dis-601

tribution function F averaged over bounce oscillation period TB is close to the local dis-602

tribution function f :603

F =
1

TB

∫
fdt ≈ 1

TB

∫
f

dz

v||
≈ f. (A1)

Total number of particles in a geomagnetic flux tube with unit cross section at the604

ionosphere can be calculated as605

N =

∫
n(z)

B0m

B0(z)
dz. (A2)

Here n(z) =
∫
fd3p =

∫
f sin ΘdΘ p2dp dΨ is the local number density, Θ is the local606

pitch angle, and B0m is the maximum field for the given geomagnetic field line.607

From expressions (A1) and (A2) we can obtain:608

N =
1

2µc

∫
2TBFΘL

(ΘL) cos ΘL sin ΘLdΘL p
2dpdΨ =

1

2µc

∫
TBFµ(µ)dµ p2dpdΨ. (A3)

Here FΘL
is the distribution function F written as a function of ΘL and Fµ is the dis-609

tribution function F written as a function of µ: FΘL
(ΘL) = Fµ(µ = sin2 ΘL). The610

value µc = sin2 ΘLc = B0L/B0m corresponds to the loss cone.611

The particle energy change during the resonant interaction with EMIC waves is in-612

significant, so we can consider particles with W0 = const. Then we can use for every613

energy:614

F =
δ(p− p0)

p2
0

F̃ΘL
(ΘL,Ψ) =

δ(p− p0)

p2
0

F̃µ(µ,Ψ), (A4)

where p0 is the particle momentum. Integrating (A3) over Ψ and p with account of (A4),615

we obtain616

N =
v0

2µc

∫
Φ̃ΘL

TB2 cos ΘL sin ΘLdΘL =
v0

2µc

∫
Φ̃µTBdµ. (A5)

Here v0 = p0/(mγ),617

Φ̃ΘL
=

∫
F̃ΘL

(ΘL,Ψ)dΨ; Φ̃µ =

∫
F̃µ(µ,Ψ)dΨ. (A6)
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In order to connect the number Np of particles in the simulation with N , we use618

the following normalization:619

N =
v0TB
2µc

βVNp, (A7)

where TB =
∫
TB(µ)dµ, βV is the normalization constant, and Np is the number of par-620

ticles in the simulation.621

Using (A7), we can write the connection between distribution functions Φ̃µ and Φ̃ΘL
622

and distribution of the test particles in the phase space as follows:623

Φ̃ΘL
=

∆Np

∆ΘL

TB
TB

βV

sin (2ΘL)
; (A8)

624

Φ̃µ =
∆Np

∆µ

TB
TB

βV. (A9)

Here ∆Np is the number of particles having the pitch angle ΘL within the range ∆ΘL625

(in (A8)) and µ in the range of ∆µ (in (A9)).626

If the initial distribution of test particles in ΘL is uniform and equal weight is as-627

signed to each particle, then initial distribution function Φ̃ΘL
|t=0 is not constant. At the628

same time, each particle corresponds to the phase space element ∆Γ = sin (2ΘL)∆ΘL∆Ψ =629

∆µ∆Ψ, which does not change during the distribution function evolution. For a more630

correct analysis of simulation results, instead of the initial function Φ̃ΘL
|t=0 we use the631

’weighted’ distribution function ΦΘL
|t=0 = αw(ΘL0)Φ̃ΘL

|t=0 = const, where αw(ΘL0)632

are the weights assigned to each particle with initial equatorial pitch angle ΘL0. The weights633

are calculated from the condition that the functions ΦΘL
|t=0 and Φ̃ΘL

|t=0 have the same634

normalization.635

To analyze the simulation results we divide the pitch angle values, corresponding636

to the moments ti+1 < t ≤ ti, 0 ≤ i ≤ 11 into the intervals ∆ΘLk (∆ΘL 1 = ΘLc,∆ΘL 1,2,... =637

1◦). Every particle is counted with the weight αw(ΘL0), corresponding to its initial equa-638

torial pitch angle ΘL0. To obtain the value of the distribution function in the loss cone,639

we count the particles which were scattered in the loss cone during the current time in-640

terval ∆ti. The obtained distribution function is attributed to the time Ti = (ti+1 +641

ti)/2.642

The effect of quasi-linear pitch angle diffusion on the averaged distribution func-643

tion is described by the following equation (Bespalov & Trakhtengerts, 1986; Trakhtengerts644

& Rycroft, 2008):645

∂Fµ
∂t

=
1

TB

∂

∂µ

[
µD

∂Fµ
∂µ

]
. (A10)

Here D =
∫
Ddt =

∫
Dds/v||, D is the diffusion coefficient, and the integral is taken646

over the interval of bounce averaging. The diffusion coefficient is calculated as647

D =
(〈∆ΘL〉rms)

2

∆t
. (A11)

Here 〈∆ΘL〉rms =
√
〈(∆ΘL − 〈∆ΘL〉)2〉 is the root mean square deviation of ΘL dur-648

ing the time interval ∆t. Hence, D = (〈∆ΘL〉rms)
2. We consider one wave packet along649

the field line, so during a bounce period the particle’s pitch angle changes only once, as650

it passes through the wave packet parallel to the wave.651

The numerical precipitation flux is evaluated as:652

Snum
pr =

NδNp

∆t
. (A12)

Here δNp = Np lost/Np is the relative number of particles, precipitated during time in-653

terval ∆t.654
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Figure A1. Distribution function, obtained in simulation (blue dots), and approximation

(A14) (green lines). Vertical lines correspond to the points µ∗, calculated for 〈∆µ〉linrms (green) and

〈∆µ〉num
rms (blue).

The particle flux through the loss cone boundary caused by the quasi-linear dif-655

fusion can be estimated by integrating (A10) and taking into account the absence of par-656

ticle sources and sinks at µ = 0 and µ = 1:657

Slin
pr =

v0

2
D
∂Φ

∂µ

∣∣∣∣
µ=µc

=
v0

2

(〈∆µ〉rms)
2

4µc

∂Φµ
∂µ

∣∣∣∣
µ=µc

. (A13)

Here 〈∆µ〉rms ≈
√

4µ(1− µ)〈∆ΘL〉rms is root mean square deviation of µ after one res-658

onant interaction in the vicinity of the loss cone µ = µc,
√

1− µc ≈ 1. The derivative659

∂Φµ/∂µ|µ=µc
can be estimated using distribution function Φµ, obtained in the simula-660

tion. Analyzing the simulation results, particles with all phase values are summed up,661

which corresponds to phase averaging.662

To obtain distribution function derivative ∂Φµ/∂µ, which can be used in (A13),663

we use a smooth approximation of the numerical distribution function. For the Gaus-664

sian wave packet, we choose the following approximation665

Φsm
µ = Φ1 + Φ2 tanh[Φ3(µ− µsm)]. (A14)

Coefficients Φ1, Φ2, Φ3 and µsm are found by nonlinear least squares method under the666

conditions Φ2 > 0 and Φ3 > 0. Approximation (A14) is shown in Figure A1.667

Root mean square deviation 〈∆µ〉rms can be calculated in two ways. One approach668

corresponds to analytical estimate by the stationary phase method 〈∆µ〉linrms (10), and669

the other approach is based on using the numerical results:670

〈∆µ〉num
rms =

√
〈(∆µnum − 〈∆µ〉num)2〉. (A15)

Root mean square deviations, calculated as a function of µ, are shown in Figure A2. For671

calculating 〈∆µ〉num
rms (A15), µ is divided in intervals equivalent to step 1◦ in ΘL. For ev-672

ery energy W0 and time moment Ti we find the point µ∗, for which 〈∆µ〉rms(µ
∗) ≈ 2(µ∗−673
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Figure A2. Root mean square deviations 〈∆µ〉linrms (green lines) and 〈∆µ〉num
rms (blue dots).

Black lines correspond to 2(µ− µc).

µc) (in Figure A1, these points are shown by vertical lines). To calculate the quasi-linear674

precipitation flux (A13), we use the diffusion coefficient corresponding to 〈∆µ〉rms(µ
∗)675

and evaluate ∂Φµ/∂µ at µ∗ by using (A14).676
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