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Abstract13

A recent study links an increase in the horizontal resolution of ocean models to improved14

representations of Arctic sea-ice and Ocean Heat Transport (OHT, Docquier et al., 2019).15

Here, the impact of horizontal resolution on meridional OHT and sea-ice is investigated16

over a broader range of resolutions, using the GFDL CM2-O climate model suite (1.017

◦, 0.25◦, and 0.1◦) in both preindustrial control and climate change simulations. Results18

show a direct link between OHT and sea-ice extent (SIE) in the Arctic. This link, how-19

ever, is not monotonic with spatial resolution. While OHT increases and SIE decreases20

from the Low to the Medium resolution models, the reverse is true from the Medium to21

the High resolution models. Differences in OHT and SIE between the three models mostly22

arise from the preindustrial state. As the spatial resolution increases, the Irminger Cur-23

rent is favored at the expense of the North Atlantic Drift. This rerouting of water to the24

Western side of Greenland results in less heat delivered to the Arctic in the High res-25

olution model than in its Medium counterpart. As a result, the Medium resolution model26

is in best agreement with observed SIE and Atlantic OHT. Concurrent with the change27

in the partitioning in volume is a change in deep convection centers from the Greenland-28

Irminger-Norwegian Seas in the Low resolution model to the Labrador Sea in the High29

resolution model. Results suggest a coupling between OHT into the Arctic and deep con-30

vection in the North Atlantic.31

Plain Language Summary32

The ocean is one of the main drivers of sea ice loss and variability in the Arctic.33

A recent study links an increase in the horizontal resolution of ocean models to improved34

representations of Arctic sea-ice and ocean heat transport (Docquier et al., 2019). Here,35

the impact of horizontal resolution on the natural variability and response to climate change36

of ocean heat transport and sea ice is investigated in a suite of three climate models of37

different horizontal resolutions in the ocean. Results show a direct link between ocean38

heat transport and sea ice extent, however the ocean heat transport into the Arctic does39

not systematically increase with horizontal resolution as expected from (Docquier et al.,40

2019). Under climate change, the medium resolution model shows the strongest ocean41

heat transport and lowest sea ice extent of the suite due to its natural (preindustrial)42

mean state rather than to its response to carbon dioxide increase. The representation43

of current pathways is found to differ greatly between the three models in the northern44

North Atlantic, impacting the penetration of the relatively warm Atlantic waters into45

the Arctic. This difference in currents between models is concurrent with a difference46

in the location of deep convection in the North Atlantic.47

1 Introduction48

Model developments aimed at improving climate projections are generally focused49

on refining spatial resolution, or advancing parameterizations. The development of pa-50

rameterizations can target specific processes, requires less workforce, and is simpler to51

implement in the standard 7-year cycle of the Intergovernmental Panel on Climate Change52

(IPCC). Refining spatial resolution, on the other hand, is costly both numerically (the53

total integration time increases by a factor of at least 8 for each doubling of horizontal54

spatial resolution; Flato, 2011) and in terms of workforce since all remnant parameter-55

izations must be recalibrated as a function of newly resolved spatial scales, as the assump-56

tions made for parameterizations do not hold at finer resolutions (Molinari & Dudek, 1992).57

For these reasons, climate groups have mainly focused on new or improved param-58

eterizations of sub-grid scale processes in recent decades (e.g. Fox-Kemper et al., 2011;59

Brankart, 2013; Jansen et al., 2015), whereas the spatial resolution of the ocean com-60

ponent in global climate models has remained mostly the same (around 1◦) in the last61

several rounds of the Coupled Model Intercomparison Project (CMIP). In the context62
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of Arctic climate, the new parameterizations include surface melt pond (M. M. Holland63

et al., 2012), ice thickness distribution (Bitz et al., 2001; Ungermann et al., 2017), lat-64

eral melt (Tsamados et al., 2015; Smith et al., 2021) and ice-ocean heat exchange (Shi65

et al., 2020), among others. These developments have led to significant improvements66

in the simulation of the mean state and variability (forced and natural) of the ice-ocean67

system, including the sea ice thickness distribution (Bitz et al., 2002; Bitz & Roe, 2004;68

Shi et al., 2020), and sensitivity of the sea ice cover to increased carbon dioxide (CO2)69

concentration (M. M. Holland et al., 2006; Stroeve et al., 2014; Jahn et al., 2016; Au-70

clair & Tremblay, 2018).71

Recently, climate groups have started to explore the sensitivity of the climate sys-72

tem to an eddying ocean. For instance, the High Resolution Model Intercomparaison Project73

(HighResMIP) proposed a common protocol for high resolution model simulations un-74

der the umbrella of the World Climate Research Program (WCRP; Haarsma et al., 2016).75

In the early 2010s, both the Geophysical Fluid Dynamics Laboratory (GFDL) and the76

National Center for Atmospheric Research (NCAR) have developed a climate model with77

an ocean component at 0.1◦ for century scale simulations of the past, present and future78

climate (Delworth et al., 2012; Kirtman et al., 2012). Using the GFDL 0.1◦ model, Griffies79

et al. (2015) find that mesoscale eddies play a significant role in the upward vertical heat80

transport and ocean heat uptake, and that this model yields a generally more accurate81

representation of global ocean temperature and heat budget. Using the same model, Saba82

et al. (2016) show that a refined resolution provides a more realistic representation of83

the Northwest Atlantic Shelf circulation, and a higher warming rate to increased CO284

forcing. Dufour et al. (2017) show that this same model enables the formation of polynyas85

in the Weddell Sea compared to a coarser resolution model, thanks to a stronger strat-86

ification in the Southern ocean and a better representation of transient eddies and to-87

pographical features. Drake et al. (2018) find that this fine resolution model leads to a88

significantly shorter advective upwelling time scale of Circumpolar Deep Waters in the89

Southern Ocean compared to the coarser resolution configurations, because of eddy vari-90

ability, thus highlighting the role of mesoscale eddies in large scale circulation time scale.91

Studies using global climate models and ocean-only models have also investigated92

the effect of refining spatial resolution on the sub-polar gyre and Atlantic water path-93

ways in the northern North Atlantic, Irminger Sea, Labrador Sea and Baffin Bay in the94

context of ice shelf-ocean interactions and increased rate of advance of marine glaciers95

(Myers et al., 2007; Straneo & Heimbach, 2013). Marzocchi et al. (2015) find that a high96

resolution model (1/12◦ resolution) leads to an improved representation of the subpo-97

lar gyre and a better representation of Labrador Sea Water formation and variability com-98

pared to the 1◦ and 1/4◦ versions of the same model. Koenigk et al. (2021) find that in-99

creasing the ocean model resolution from 1◦ to 1/4◦ leads to an increase in deep mix-100

ing in the Labrador Sea and draw a direct link between the subpolar gyre strength, sur-101

face ocean salinity and depth of convection. Garćıa-Quintana et al. (2019) find less for-102

mation of Labrador Sea Water in a 1/12◦ model compared to a 1/4◦ model, due to a shal-103

lowing of the mixed layer and a smaller area of deep convection. Pennelly and Myers (2020)104

study the impact of resolution (from 1/4◦ to 1/12◦ to 1/60◦) on Labrador Sea circula-105

tion, and find that the mixed layer depth in the Labrador sea is shallower as the reso-106

lution increases thanks to an increase in eddy kinetic energy, and that Labrador Sea Wa-107

ters density is better represented in the 1/60◦ model.108

Several studies showed that an increase in resolution leads to an increase in mid-109

latitude meridional ocean heat transport (OHT) in general (Griffies et al., 2015; Hewitt110

et al., 2016) and in the Atlantic Ocean in particular (Grist et al., 2018). A better rep-111

resentation of OHT is needed to improve projections of sea ice extent (SIE), as the ocean112

is one of the main drivers of sea ice loss and variability in the Arctic (Bitz et al., 2005).113

Indeed, in recent years, an increase in the Barents Sea Opening OHT led Atlantic Wa-114

ters to penetrate deeper into the Eurasian Basin (Smedsrud et al., 2010), a process known115
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as the Atlantification of the Arctic (Årthun et al., 2012; Polyakov et al., 2017). This was116

accompanied by a weakening of the stratification in the Eurasian Basin and enhanced117

vertical heat fluxes from Atlantic Waters (Polyakov et al., 2017), and a limited winter118

sea ice growth in the Barents Sea (Barton et al., 2018). Variability in Atlantic OHT is119

responsible for the interannual variability SIE in the Barents Sea (Årthun et al., 2012,120

2019). The impact of the Atlantic multidecadal variability on the Arctic SIE has been121

highlighted especially for Barents Sea sea temperature and ice extent (Drinkwater et al.,122

2014; Årthun et al., 2019; Mette et al., 2021) and the Greenland Ice Sheet (Drinkwater123

et al., 2014). Pacific Waters also play a key role in sea ice loss : for instance, Woodgate124

et al. (2010) argued that a doubling of ocean heat flux through the Bering Strait between125

2001 and 2007 was responsible for a third of the 2007 seasonal sea ice loss. Finally, cor-126

relation between OHT and SIE is shown at interannual and decadal time scales during127

rapid decline events in the Community Earth System Model - LE (Auclair & Tremblay,128

2018; Li et al., 2017).129

While the impact of spatial resolution on global scale circulation patterns has been130

discussed, relatively fewer studies focus on the impact of resolution on OHT and SIE vari-131

ability in the Arctic Ocean. Griffies et al. (2015) find a lower poleward OHT in the coarse132

resolution model (1◦ resolution) than in the finer resolution models (1/4◦ and 1/10◦ res-133

olution), due to weaker sub-tropical and sub-polar gyre transports. Furthermore, Hewitt134

et al. (2016) find that increased ocean and atmosphere resolutions (from 1/4◦ to 1/12◦,135

and 60 km to 25 km respectively) with higher coupling frequency lead to an enhanced136

poleward OHT and warmer ocean surface in the North Atlantic, and lower SIE. A re-137

cent study by Docquier et al. (2019) shows that, in the CMIP6 models participating in138

the High Resolution Model Intercomparison Project, the increase of spatial resolution139

from 1◦ to 1/4◦ yields a larger Atlantic OHT and lower sea ice extent and volume. Fur-140

thermore, while the models exhibit strong correlations between the Atlantic OHT and141

the SIE variability in the Barents, Kara and Greenland Seas, the correlations do not in-142

crease uniformly with resolution across the models studied.143

In this paper, we use the GFDL CM2-O model suite which comprises three climate144

models that are identical to one another in all aspects except for the horizontal resolu-145

tion of the ocean component and the absence of mesoscale eddy parameterizations in mod-146

els where eddies are partly resolved. We investigate the impact of refining the horizon-147

tal grid spacing of the ocean component on OHT in the Arctic, SIE and their relation-148

ship. We find that the magnitude of OHT and sea ice are strongly correlated on (multi)149

decadal time scales ; however the links between OHT and SIE at interannual scale dif-150

fer between models. While the increase from the 1◦ resolution to the 1/4◦ resolution does151

lead to an increase in OHT and decrease in SIE (in agreement with Docquier et al., 2019),152

the increase from the 1/4◦ resolution to the 1/10◦ leads to an opposite response. In ad-153

dition, the change in resolution impacts the partitioning of North Atlantic heat trans-154

port thus resulting in different sea ice conditions.155

The paper is structured as follows. In section 2, we present the GFDL CM2-O model156

suite and the simulations. In section 3, we describe the methods used to analyse the model157

output. In section 4, we present the SIE and OHT mean states, their response to an ide-158

alised climate change simulation as well as the impact of OHT on SIE. In section 5, we159

discuss the differences in the ocean circulation in the North Atlantic across the model160

suite and their potential impact on the OHT and sea ice.161
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2 Model Description and Simulations162

2.1 The CM2-O Model Suite163

In this study, we use the GFDL CM2-O model suite that comprises three models164

differing only in the horizontal grid spacing of their ocean component: CM2-1deg (1◦),165

CM2.5 (0.25◦), CM2.6 (0.1◦) (Delworth et al., 2012; Griffies et al., 2015).166

Figure 1. (a) Arctic model domain and tripolar grid in CM2-1deg (Low resolution model).

The main gates used in the study are: the Fram Strait (pink), the Barents Sea Opening (cyan)

the Bering Strait (orange) and the Davis Strait (purple). The coastlines are drawn from observa-

tions. Landmasks in the (b) Low (c) Medium and (d) High resolution model.

The ocean component is the version 5 of the Modular Ocean Model (MOM5; Griffies167

et al., 2015) run with volume-conserving Boussinesq kinematics. The model uses a tripo-168

lar grid, with one pole at the South Pole, and two poles placed over northern Canada169

and Russia (Fig. 1 a; Murray, 1996). The ocean model is run with a z∗ geopotential ver-170

tical coordinate (meaning that grid cell thickness is time dependent) and 50 layers in the171

vertical. At rest, the thickness of the layers ranges from 10 m in the first 250 m to 210172

m at the bottom. The thickness of bottom cells is adjusted to match topography using173
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Table 1. Summary of key differences between the Low, Medium and High resolution models

of the CM2-O suite. The SIE trends are calculated over the 80 years of the CC simulation, and

the observed trends are computed over the equivalent years of CO2 concentrations (1979-2019;

Fetterer et al., 2017). Note that the simulated SIE trends are linear over the 80 year period.

Interannual variability is the standard deviation relative to a five-year running mean. OHT into

the Arctic Ocean is defined as positive. The observed OHTs are from Beszczynska-Möller et al.

(2011). The model OHT is the average over the years with equivalent CO2 concentration to the

observation periods.

Low Medium High Observations

Nominal horizontal resolution (◦) 1 0.25 0.1 -
Horizontal resolution at 65◦N (km) 46 x 111 11 x 11 4 x 4 -
Mesoscale eddy parameterization Yes No No -

March SIE trend (million km2/model decade) −0.1 −0.5 −0.5 −0.9
September SIE trend (million km2/model decade) −0.3 −0.6 −0.6 −1.6
March SIE interannual variability (million km2) 0.24 0.18 0.23 0.23
September SIE interannual variability (million km2) 0.41 0.36 0.32 0.44

Fram Strait OHT (TW) 17 37 23 30− 42
Bering Strait OHT (TW) 1 5 3 10− 20
Barents Sea Opening OHT (TW) 3 76 38 50− 70

the partial cell method (Pacanowski & Gnanadesikan, 1998). The model uses the piece-174

wise parabolic method for the advection scheme (Delworth et al., 2012), and the non-175

local K-profile parameterization for vertical mixing (Large et al., 1994). CM2-1deg in-176

cludes the Ferrari et al. (2010) modified version of the Gent and McWilliams mesoscale177

eddy parameterization (Gent et al., 1995) with a maximum diffusivity of 1200 m2s−1 as178

in Griffies et al. (2015) compared with 800 m2s−1 in the ESM2M Earth System Model179

(Dunne et al., 2012). CM2.5 and CM2.6 enable some explicit representation of the mesoscale,180

though incomplete, and do not use a mesoscale eddy parameterization (Griffies et al.,181

2015). The resolution needed to resolve the baroclinic deformation radius in the Arctic182

ranges from 1/12◦ in the Central Arctic to 1/50◦ in the shallow waters near the coast183

(see Fig.2 of Hallberg, 2013). All three models use the submesoscale mixed layer eddy184

parameterization of Fox-Kemper et al. (2011). Key characteristics of the models are sum-185

marized in Table 1. From here after, we will refer to the CM2-1deg, CM2.5 and CM2.6186

models as the Low (1◦), Medium (0.25◦) and High (0.1◦) resolution models, respectively.187

In the High resolution model, the refined horizontal resolution allows for a better188

representation of the Gulf of Ob in the Kara Sea and of the Canadian Arctic Archipelago189

(Fig. 1 b-d). Key differences between the High resolution model and the Medium and190

Low resolution models also include the resolution of the Alpha and Lomonosov ridges,191

the Barents Sea and the steepness of the continental slopes. In the Medium resolution192

model, the Victoria Strait, the Coronation Gulf, the Prince Regent Inlet and the Foxe193

Basin are closed. In the Low resolution model, the Fury and Hecla Strait connecting the194

Gulf of Boothia and Foxe Basin is closed. In contrast, all these basins and straits remain195

open in the High resolution model.196

The sea ice component is the GFDL Sea Ice Simulator (SIS) which uses a three-197

layer Semtner thermodynamic model (one layer of snow, two layers of ice) with five ice-198

thickness categories (Semtner, 1976; Winton, 2000; Delworth et al., 2006) and a brine199

pocket parameterization (Bitz & Lipscomb, 1999). The model uses the same tripolar grid200
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as the ocean component (Dunne et al., 2012). The dynamic component of the sea ice model201

uses the elastic-viscous-plastic rheology of Hunke and Dukowicz (1997). The maximum202

value for albedos are set to 0.85 for snow on ice and 0.68 for bare sea ice (Delworth et203

al., 2012).204

The atmospheric component is the GFDL AM2.1 (Atmospheric Model 2.1). AM2.1205

is run on a ”cubed-sphere” grid with a horizontal resolution of 50 km and 32 vertical lev-206

els (Delworth et al., 2012), compared with 200 km and 24 levels in the GFDL CM2.1 de-207

scribed in Delworth et al. (2006). The advective terms are calculated with a modified208

Euler backward scheme (Kurihara & Tripoli, 1976). The atmospheric physics module209

is the GFDL AM2-LM2 model (Anderson et al., 2004) that includes three prognostic trac-210

ers for clouds: cloud liquid, cloud ice and cloud fraction. Finally, the suite uses the land211

component LM3 (Land Model 3) with a drainage route from Milly et al. (2014). More212

details about the suite or individual models’ performance can be found in Delworth et213

al. (2012) and Griffies et al. (2015).214

2.2 Simulations215

We analyse a pre-industrial control run and a climate change run for each model,216

hereafter referred to as CTRL and CC, respectively. The CTRL simulation is run for 200217

years with constant globally averaged CO2 concentration of 286 ppmv corresponding to218

1860. All models started from the same initial conditions. The CC run branches off from219

the control run at year 121 with an atmospheric CO2 concentration increasing at 1% per220

year over 80 years leading to a doubling of CO2 levels after 70 years (year 190 of the sim-221

ulation). Only one ensemble member was run for each of the model of the suite due to222

the high computational and storage cost of the high-resolution model. In the following,223

we refer to the period from the beginning of the second decade to the middle of the third224

decade of the CC run as the ”historical period”, with CO2 concentrations correspond-225

ing to the pre-satellite era (1950-1979). The CO2 concentration during the satellite record226

(1979-2021) ranges from 370 to 415 ppmv which corresponds to the years 145 to 158 of227

the CC simulations, i.e. from the second half of the third decade to the fourth decade.228

3 Method229

The total Ocean Heat Transport (hereafter referred to as OHT) diagnostic in the230

CM2-O suite is calculated online at each time step as ρ0cpUΘdS where ρ0 is the con-231

stant Boussinesq reference density (=1035 kg m−3), cp is the ocean heat capacity (=3992.1232

J kg−1 K−1), U is the zonal or meridional ocean velocity, Θ is the potential tempera-233

ture, and dS is the surface of the grid cell normal to the flow. The OHT at each gate234

is calculated by integrating the monthly or yearly averaged OHT across the gate and the235

full water column. Each gate is located on the same constant latitude or longitude grid236

points in all the models, and is defined from the Low resolution model for simplicity (Fig.237

1). We find that the positioning of the gates can have a minor impact on the magnitude238

of the OHT, but the changes are uniform across the models and within the ranges of ob-239

servation errors at the gates (not shown). Furthermore, the positioning has a negligible240

impact on the variability (not shown). We analyse monthly mean output from the last241

80 years of each simulation, except for the mass and heat transports of the High reso-242

lution model where we use yearly means due to storage constraints. The interannual vari-243

ability is defined as the variability around the five-year running mean.244

–7–



manuscript submitted to JGR: Oceans

Figure 2. Sea ice thickness in the CC simulation averaged over the second decade (a-f) and

the last decade (g-l) in March (a-c and g-i) and September (d-f and j-l) for the Low, Medium and

High resolution models. The thicker ice reaches 4.5 m which is within realistic values, and some

areas have an accumulation of anomalously thick ice due to the ice being trapped in the models

(3 km thickness on the coast of Greenland for instance)

4 Results245

4.1 Mean Arctic Ocean Climate over the Historical Period246

4.1.1 Sea Ice Extent and Thickness247

Over the historical record, all three models reproduce the pan-Arctic winter sea ice248

thickness distribution with thicker ice on the Canadian side and thinner ice on the Eurasian249

side of the Arctic, and an east-west asymmetry north of the Canadian Arctic Archipelago250

(Fig. 2 a-c). The winter sea ice thickness in the Low and High resolution models is in251

general agreement with submarine observations (Bourke & Garrett, 1987), except along252

the Alaskan coastline where thicker ice is present in models, indicative of a small bias253

in the location of the Arctic High. In the Medium resolution model, the sea ice is too254

–8–



manuscript submitted to JGR: Oceans

thin by a few meters in the Canada Basin, and has a thick bias along the Alaskan coast-255

line similarly to the other models. In the High and Low resolution models, the thicker256

ice in the East Siberian Sea is typical of climate models, where easterly winds interact257

with Wrangle Island and the New Siberian Islands (DeWeaver & Bitz, 2006). In the sum-258

mer, the sea ice thickness is again in general agreement with observations in the Low and259

High resolution models, and too thin in the Medium resolution model (Fig. 2 d-f).260

These thickness anomalies have an impact on the summer SIE. In the Low and High261

resolution models, the high bias in summer SIE is associated with an absence of sea ice262

melt in all peripheral seas, in part due to winter sea ice thickness anomalies in the west-263

ern Arctic (Figs. 2 and 3). In the Medium resolution model, the minimum SIE is in ex-264

cellent agreement with submarine and early satellite observations (Fig. 3). In the win-265

ter, there is a high bias in SIE in the Low and High resolution models which is primar-266

ily found in the Bering and Greenland Seas, suggesting a weaker subpolar gyre in both267

the northern North Pacific and Atlantic (Figs. 2 and 3). In the Medium resolution model,268

the winter SIE is in very good agreement with observations (Fig. 3).269

The September and March SIE of the Medium resolution model are also in very270

good agreement with observations over the satellite era (1979-2019), with a small un-271

derestimation for September SIE, mostly in the Greenland and Barents Seas (Figs. 3 and272

4). Conversely, in the Low and High resolution models, the September and March SIE273

(∼ 9 and ∼ 19 million km2) are too large by about ∼ 1 to 3 million km2 in September274

and 3 million km2 in March. While the September total SIE is realistic in the Medium275

resolution model, the spatial extent is too extensive in the East Siberian sea and too re-276

treated in the Atlantic sector when compared to the satellite record (Fig. 4). In the Low277

resolution model, the September SIE is too large in all three sectors of the Arctic (Fig. 4).278

The High resolution model sea ice is too extensive in the Pacific and Eurasian sectors279

and in good agreement with the observations in the Atlantic sector (Fig. 4). While the280

Medium resolution model simulates the correct SIE, it does so with a much thinner ice281

cover throughout the simulation. Conversely, the Low and High resolution models sim-282

ulate the correct sea ice thickness at the expense of the SIE representation.283

The interannual variability of SIE is in good agreement with observations in all three284

models (see Table 1), though it is slightly underestimated in September. The increase285

in interannual variability observed during the transition to a seasonally ice-free Arctic286

is entirely missing in all the models (not shown, Desmarais & Tremblay, 2021). The decadal287

variability of SIE is larger than observations in September across the model suite, and288

in March for the Low resolution model (see Fig 3).289

4.1.2 Ocean Heat Transport290

During the observational period (1998-2007, depending on the gate studied, cor-291

responding to the end of the third decade and the beginning of the fourth decade in the292

models), the Medium resolution model has a total OHT of 112 TW into the Arctic and293

is in good agreement with observations in the Fram Strait and Barents Sea Opening though294

the modelled OHT is slightly overestimated in the latter (see Table 1). The Low reso-295

lution model greatly underestimates the total OHT, with little heat entering the Arc-296

tic through the Barents Sea Opening and Bering Strait (3 TW and 1 TW respectively;297

Table 1). The OHT through the Fram Strait is also underestimated, by at least 13 TW.298

This lack of heat transport is also evident in the Arctic temperature maximum show-299

ing less Atlantic waters intrusion onto the Barents Sea shelf in the Low Resolution model300

compared to the other two models (see Fig. 8). The heat transport across the Barents301

Sea Opening is only 30% of that of the Community Earth System Model - Large Ensem-302

ble (CESM-LE) model for the same nominal resolution (Auclair & Tremblay, 2018) sug-303

gesting that its coarse resolution is not the only cause of this weak OHT. In the High304

resolution model, the OHTs in the Fram Strait and Barents Sea Opening are underes-305
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Figure 3. a) Observed March and September SIE between 1930 and 1979 from the histori-

cal record (dashed black line, Walsh et al., 2019) and between 1979 and 2019 from the satellite

record (thick black line, Fetterer et al., 2017), and simulated March and September SIE (thin

lines) and five-year running mean (thick lines) and b) Yearly mean total OHT into the Arctic as

the sum of Barents Sea Opening, Fram Strait and Bering Strait OHT (thin lines) and five-year

running mean (thick lines) as a function of time (model years; bottom axis) and CO2 concentra-

tion (top axis) in the CC run for the Low, Medium and High resolution models. Note that the

observations are plotted with respect to the CO2 concentration for comparison with the models.

The SIE is calculated as the area of grid cells where the sea ice concentration exceeds 15%.

timated by at least 7 TW and 12 TW respectively (Table 1). All models strongly un-306

derestimate the OHT across the Bering Strait with the modelled OHTs reaching at most307

50% of the observational estimates.308

Over the observational period, the Medium resolution model remains the closest309

to the observational estimates of OHT and SIE (Table 1 and Fig. 3). Of the three mod-310

els, that model also carries the most heat into the Arctic (∼ 50% more heat than the High311

resolution model). Both the Low and High resolution models underestimate the OHT312

and overestimate SIE over the observational period, with the High resolution model show-313

ing significantly greater OHT but only slightly lower SIE than its lower resolution coun-314

terpart. Hence, in the CM2-O model suite, the greater the OHT, the lower the SIE, which315

suggests a major impact of OHT on SIE.316
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Figure 4. SIE averaged over each decade of the CC simulation for the (a) Low , (b) Medium

and (c) High resolution models, and for (d) observations over the satellite record. The first

decade begins with model year 121 while the last decade ends with model year 200. The satellite

era corresponds to 3 and 4 according to equivalent CO2 levels.

4.2 Impact of OHT on SIE at a Pan-Arctic Scale317

In response to the CO2 forcing, all models show a linear decline in SIE with a clear318

decadal to multidecadal signal super-imposed (Fig. 3, Table 1). The trends in the min-319

imum SIE in the Medium and High resolution models are around −0.6×106 km2/ model320

decade (significant at the 95% confidence level), much smaller than the observed trend321

of −1.6 million km2/model decade in the satellite era. We note that, even without ad-322

justing the observed trend to the CO2 concentration in the model simulation, the trend323

in observations is still higher than in the models (-0.8 million km2/decade; not shown).324

The underestimation of sea ice decline in the CM2-O suite is common among climate325

models (Stroeve et al., 2012; Notz & SIMIP Community, 2020). The trends in the max-326

imum SIE are significantly different than zero, and in line with observations in the Medium327

and High resolution models, but smaller and non significant in the Low resolution model328

which shows a trend comparable to that of the 1980-1999 observational record (results329

not shown). Note that the Medium resolution model remains in very good agreement330

with observations over the satellite era.331
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After a doubling of CO2 concentration, none of the three simulations reach an ice-332

free Arctic (defined as SIE < 1 million km2; IPCC, 2013). The minima of SIE reached333

by the CM2-O suite at the end of the CC simulation are generally higher than in the other334

models participating in CMIP6. Indeed, the majority of climate model simulations reach335

a sea ice free Arctic in the summer by the year 2050 with a CO2 concentration ranging336

between 500 and 550 ppm depending on the emission scenario (Fig.3 and Table S4 of Notz337

& SIMIP Community, 2020).338

Figure 5. Twenty-year moving window correlation between the detrended annual (January-

December) total OHT and the detrended (a) May SIE and (b) September SIE in the CC run.

Full circles indicate the 95% confidence level.

We note that the High resolution model loses significantly more sea ice under cli-339

mate change than the Low resolution models (Figs. 2 and 3 , and Table 1), though both340

have very similar initial conditions throughout the preindustrial era (not shown). Con-341

versely, the Medium and High resolution models display the same trends under climate342

change in both seasons despite starting from very different SIE preindustrial conditions343

(Fig. 3 and Table 1). Hence, the lower SIE at the end of the CC run in the Medium res-344

olution model is mostly due to the preindustrial mean state (low initial sea ice cover),345

rather than to a strong response to the CO2 increase.346

The OHT is sensitive to the CO2 increase in all three models, but the intensity of347

the response varies across the models (Fig. 3 b). By the end of the simulation, the to-348

tal OHT has increased by ∼ 50% in the Medium resolution model while it has doubled349

in the High and Low resolution models. The response of the Low resolution OHT is weaker350
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than that of the CESM-LE model of the same resolution (Auclair & Tremblay, 2018).351

In the Medium resolution model, the OHT increase is mostly linear, with a strong decadal352

variability. In the Low and High resolution models, a significant multi-decadal signal is353

super imposed on the linear increase in OHT, resulting in two ”apparent” stable peri-354

ods without OHT trends (in the first three decades and last two-three decades) and a355

relatively rapid increase between the fourth and fifth decades.356

In the Medium resolution model, we see a weak signal at decadal time scale in March357

SIE in the first half of the record, and a stronger decadal signal in September SIE that358

persists until the end of the simulation (see Fig. 3). We will see in Section 4.3 that this359

signal is driven mostly by the OHT from the Atlantic driving sea ice loss in the Green-360

land and Barents Seas. We note that the signal is not as strong as for the High resolu-361

tion model. Presumably, this is due to the fact that the sea ice cover retreats north of362

the Barents Sea continental shelf in the middle of the simulation (∼ year 150, i.e. be-363

tween the third and fourth decade; see Fig. 4), at which point the ocean heat is not in364

direct contact with the sea ice anymore (Auclair & Tremblay, 2018). Similarly, at an in-365

terannual time scale, the total OHT in the Medium resolution model is negatively cor-366

related with the May SIE until ∼ year 150, after which the correlation reduces (Fig. 5).367

In the Low resolution model, the decadal variability in SIE and OHT are maximum368

and mimimum (respectively) across the suite (Fig. 3). Hence, the decadal variability in369

the pan-Arctic SIE is not dominated by OHT variability in that model. We will see in370

Section 4.3 that the OHT and SIE are linked at regional scale (i.e in the Atlantic and371

Pacific sectors), but that the two regional signals are out of phase and not apparent in372

the total SIE and OHT. At the interannual time scale, the total OHT is significantly cor-373

related with May SIE in the Low resolution model from year 143 until year 160, with374

higher OHT leading to lower SIE. From year 160 onward, no significant correlation is375

found (Fig. 5).376

In the High resolution model, the variability in OHT at decadal time scale is linked377

with variability in September SIE (correlation coefficient of -0.51 significant at the 95%378

confidence level; Fig. 3). At interannual time scale, the total OHT is correlated with Septem-379

ber SIE until ∼ year 160, and with May SIE in the last 20 years of the simulation, al-380

though the signal is not robust (i.e. the correlation is only significant for the last few years;381

Fig. 5). Again, the shift in correlations at year 160 corresponds to a significant retreat382

of sea ice in the Barents Sea (Fig. 4 and discussion in section 4.3).383

The links between the internannual variability in SIE and total OHT in the CM2-384

O model suite do not persist throughout the CC simulation, and are not always present385

in the CTRL simulation (not shown). Hence, OHT variability is not the only driver of386

SIE variability for any of the models. However, all models show correlations between SIE387

and OHT at decadal or interannual scale at the beginning of the simulation, which cor-388

responds to the period when sea ice cover is larger, especially in the Barents Sea where389

a strong influence of the ocean on sea ice is expected (Auclair & Tremblay, 2018; Årthun390

et al., 2012). This suggests that OHT variability is a major driver of sea ice variability391

at regional scale.392

4.3 Impact of OHT on SIE at Regional Scale393

4.3.1 Temporal Scales of Correlations between OHT and SIE394

In the three main sectors of the Arctic, all models generally show an increase in395

OHT concurrent with a decrease in SIE in the CC simulation (Fig. 6). There is an ex-396

ception in the March SIE for the Low resolution model (Atlantic sector) which shows397

an increase in SIE (years 165-175) despite the increase in OHT, indicating that the nat-398

ural variability at decadal time scale in this model is larger than the forced change as-399

sociated with the CO2 increase. At the multi-decadal time scale, all models show an abrupt400
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increase in OHT in the Barents Sea Opening at the mid-simulation that is concurrent401

with an abrupt decline in SIE mostly visible in March in the Atlantic (Figs. 6 a-c and402

4). The September SIE does not react to the abrupt Barents Sea Opening OHT how-403

ever, indicative that summer processes (e.g. ice-albedo feedback) have more impact than404

previous winter preconditioning in the model suite.405

Figure 6. March and September SIE (thin lines) and five year running mean (thick lines)

in (a) the Atlantic sector, (b) the Pacific sector and (c) the Eurasian sector, and annual OHT

(thin lines) and five year running mean (thick lines) through (b) the Fram Strait, (c) the Barents

Sea Opening and (f) the Bering Strait in the CC run for the Low, Medium and High resolution

models as a function of time (top axis) and CO2 concentration (bottom axis). Observational

estimates are indicated as vertical bars with the horizontal extent corresponding to the period of

observation: (b) 1997-2009 (Schauer & Beszczynska-Moeller, 2009), (c) 1997-2007 (Smedsrud et

al., 2010), and (f) 1998-2007 (Woodgate et al., 2010).

In the Medium resolution model, the Fram Strait OHT increases in the second decade406

by about 15 TW, which is concurrent with a very slight local minimum in SIE. The Fram407

Strait OHT sees another sharp increase of 10 TW in the fourth decade, which is followed408

by an abrupt increase of 20 TW in the Barents Sea Opening in the fifth decade. Those409
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increases match a sudden decrease in March SIE in the Atlantic sector that is sustained410

until the end of the simulation (Fig. 6 a-c). The Bering Strait OHT increases through-411

out the simulation, with a sharper increase in the fourth decade that also matches sig-412

nificant sea ice loss in the Eurasian sector (Figs. 4 b and 6 e-f). By the end of the sim-413

ulation, the OHT in the Bering Strait reaches the lower range of current observations414

(10 TW).415

In the High resolution model, the OHT remains fairly constant in the Barents Sea416

Opening until the fourth decade (equivalent CO2 concentration around 400 ppmv) when417

an OHT increase of 30 TW occurs, after which the OHT stabilizes again until the end418

of the simulation (Fig. 6 c). These changes match well the pattern of sea ice melt in the419

Atlantic Sector in both March and September (Figs. 4 c and 6 a). We note that while420

the September sea ice loss is concurrent with the Barents Sea Opening OHT increase in421

the High resolution model, the March sea ice loss is delayed by ∼ 10 years. In the At-422

lantic sector, the decadal variability in the September SIE appears to be mostly driven423

by Fram Strait variability in the first half of the simulation. This is unexpected, given424

that Atlantic Water masses are located at 100 m depth in the Fram Strait (not shown).425

The decadal variability in the Bering Strait OHT also matches well the decadal variabil-426

ity in September SIE in the Eurasian Sector, as a sharp increase in Bering Strait OHT427

in the last 25 years of the simulation is concurrent with a decline in March and Septem-428

ber SIE in the Eurasian sector (Fig. 6 e-f).429

In the Low resolution model, the significant increase in Barents Sea Opening OHT430

happens around the fourth decade when the OHT goes from near zero to about 20 TW431

by the end of the simulation. This increase in OHT is concurrent with the retreat of sea432

ice in the Barents Sea after the fourth decade (Figs. 4 a and 6 a and c). The decadal vari-433

ability in the Fram Strait OHT is well correlated with decadal variability in the Atlantic434

sector September SIE during the first half of the simulation. In the Eurasian sector, the435

decrease in SIE at the end of the simulation is concurrent with an OHT increase in the436

Bering Strait.437

4.3.2 Spatial Patterns of Correlations between OHT and SIE438

We now turn to spatial correlations between OHT and Sea Ice Concentration (SIC)439

anomalies to unravel some major modes of variability at the Pan-Arctic scale and the440

impact of OHT on sea ice decline at the regional scale.441

A dipole between the Atlantic and the Pacific sectors appear in all models with the442

Bering Strait OHT and SIC anomalies having opposite sign correlations in the Pacific/Eurasian443

sectors and the Atlantic sector (Fig. 7 a-c). This is in accord with results from the CESM-444

LE (Auclair & Tremblay, 2018), and follows from the fact that, to first order, the vol-445

ume of water in the Arctic is conserved, hence there is a compensation of ocean volume446

transport (OVT) between the two sectors (Timmermans & Marshall, 2020). In the Medium447

and High resolution models, we also find a consistent dipole with opposite sign corre-448

lations between SIC variability in the Barents/Greenland seas, and the Labrador Sea.449

This is a standard signal in the observational record linked with the North Atlantic Os-450

cillation (NAO) variability (Venegas & Mysak, 2000). In the Medium resolution model,451

the correlations are weaker in the Barents Sea Opening because the sea ice edge is re-452

treated northward compared to the Low and High resolution models (see Fig. 2, 4).453

In the Medium resolution model, the most significant correlations stem from OHT454

in the Bering and Fram Straits. The Bering Strait OHT is correlated negatively with455

most of the Pacific side of the Arctic, even well into the Kara Sea, and is positively cor-456

related with SIC in the Barents Sea and Greenland Sea (Fig. 7 b). This is in accord with457

the three major pathways of Pacific Waters into the Arctic : the Alaskan current branch,458

the branch that spills over the Chukchi shelf and enters the Canada/Makarov Basin, and459

the branch that stays on the Eurasian shelf (Pickart, 2004; Yamamoto-Kawai et al., 2008).460
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Figure 7. Correlation maps between the detrended annual (January-December) OHT in the

Bering Strait (a-c), Fram Strait (d-f) and Barents Sea Opening (g-i) and the detrended May sea

ice concentration (SIC), in the Low (left), Medium (center) and High (right) resolution models

in the CC experiments. Inside the blue contour lines are areas where the SIC varies by less than

5%. The dashed areas is the 95% significance level.

The Fram Strait OHT is strongly linked with sea ice melt in the Greenland Sea, Bar-461

ents Sea and even in the Chuchki Sea (Fig. 7 e). The Barents Sea Opening OHT is not462

significantly correlated with sea ice loss anywhere in the Arctic, although a weak but widespread463

negative correlation pattern appears in the Barents Sea and in the Eurasian Basin (Fig.464

7 h). OHTs across the three main gates are shown to be mostly positively correlated with465

SIC into the Baffin Bay, Hudson Bay and Labrador Sea, which reflects a partitioning of466

the heat transport between the Arctic and the Irminger current, associated with the NAO467

variability Straneo and Heimbach (2013) as we will see in section 5.468

In the Low resolution model, we see a significant negative correlation between Bering469

Strait OHT and SIC in the East Siberian sector (Fig. 7 a). In this model, the branch470

of Pacific Waters that stays on the Eurasian shelf is dominant for the sea ice variabil-471

ity, in accord with the CESM-LE (Auclair & Tremblay, 2018). The Fram Strait OHT472

is significantly correlated to sea ice loss in the Greenland Sea and the Labrador Sea, as473

well as on the Barents Sea Shelf, but positively correlated with SIC around the Fram Strait474

itself (Fig. 7 d). Finally, the Barents Sea Opening OHT is strongly correlated with sea475

ice loss both in the Barents Sea and the Fram Strait (Fig. 7 g). Again, conservation of476

mass dictates more outflow of cold and fresh waters in the western Fram Strait when more477

inflow of Atlantic Water is present.478
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In the High resolution model, the Bering Strait OHT is negatively correlated with479

SIC in the Bering Sea and Chuchki Sea, as well as the Baffin Bay. For both Fram Strait480

and Barents Sea Opening OHT, the negative correlations with SIC are significant in the481

Greenland Sea, the Fram Strait and the Barents Sea ans Kara Sea (Fig. 7 f,i). We also482

note that Fram Strait and Barents Sea Opening OHTs are positively correlated with SIC483

in the Baffin Bay and Labrador sea, although the correlations are less significant (again,484

this is the typical dipole in SIC in the Barents and Labrador Seas).485

This analysis reveals more robust coupling between OHT and SIE at the regional486

scale, especially in the Atlantic sector where Atlantic sea ice loss is driven by OHT in-487

crease, in particular in the Barents Sea as shown in Figure 4. Significant correlations at488

interannual and decadal time scales are exhibited between Bering Strait OHT and SIE489

in the Eurasian Sector, and between the Fram Strait and Barents Sea Opening OHT in490

the Greenland and Barents Seas.491

5 Discussion492

Of the three models, the Medium resolution model has the largest OHT into the493

Arctic and smallest winter and summer SIE, both of which are in good agreement with494

observations. The correct seasonal cycle in SIE is achieved at the expense of a low bias495

in sea ice thickness. We find that in the CM2-O suite, the OHT increases with increas-496

ing resolution from the Low to the Medium resolution model, in agreement with results497

from Docquier et al. (2019), but decreases as the resolution increases further from the498

Medium to the High resolution model, in contrast with Docquier et al. (2019). Note that499

the increase in OHT in response to the CO2 increase is slightly larger in the High res-500

olution model than in the Medium resolution model, so that the higher OHT and lower501

SIE in the Medium resolution model at the end of the CC simulation are primarly due502

to the preindustrial mean state. The High resolution model OHT is larger than that of503

the Low resolution model, yet the mean sea ice states in the preindustrial and early CC504

simulations are similar. This is in contrast with the study by Kirtman et al. (2012) who505

also find a larger OHT when increasing the resolution in their analysis of the NCAR Com-506

munity Climate System Model version 3.5 (CCSM3.5) from 1◦ to 1/10◦ but a smaller507

sea ice extent in the High resolution model. The low OHT in the NCAR Low resolution508

model is mostly attributed to the poor representation of the Norwegian Coastal Current509

in the model, in accord with results from the CM2-O Low resolution model (Fig. 8 g).510

The decrease in OHT from the Medium resolution to the High resolution is also in con-511

trast with the results from Hewitt et al. (2016) though the resolution of the atmosphere512

and the frequency of the ocean/atmosphere coupling is also increased between their two513

model versions. We note that OHT and SIE correlations are not sensitive to an increase514

in spatial resolution of the atmosphere component (Docquier et al., 2019). The stronger515

OHT in our Medium resolution model occurs despite a weaker AMOC (not shown), in516

contrast with results by Jackson et al. (2020). This suggests that the higher OHT in the517

Medium resolution model is linked with the surface ocean circulation (gyre transport)518

rather than the meridional circulation (Griffies et al., 2015). We argue that differences519

in current pathways could explain the changes in Arctic OHT in the models.520

All three models agree broadly in the structure of the currents in northern North521

Atlantic (Fig. 8 g-i). The Low resolution model however has broader and significantly522

weaker currents than the Medium and High resolution models over the Arctic. The most523

striking difference with the other two models is the absence of the West Greenland Cur-524

rent and Labrador Sea current at the surface (Fig. 8 g). In the Low resolution model,525

Atlantic Waters enter the Labrador Sea and Baffin Bay at depth (Fig. 8 a, d) and fresh526

cold Arctic Waters - entering from Lancaster Sound and the Nares Strait - flow south-527

ward at the surface. The same top/bottom structure of ocean current is present in the528

Fram Strait, where Arctic Waters flow southward along the East Greenland coastline and529

Atlantic Waters flow northward at depth (West Spitsbergen current; results not shown).530
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Figure 8. Mean temperature maximum (a-c), sea surface salinity (d-f), surface velocities

(g-i) and winter mixed layer depth (h-l) averaged over the first decade (years 120-129) of the

CC experiment for the Low (left column), Medium (middle column) and High (right column)

resolution models. Note that the colorbars are always the same between the models, except for

figure (g) where the Low resolution velocity is multiplied by a factor 4 to highlight the pathways

of currents.

In the High resolution model, Atlantic Waters penetrate far north into the Baffin Bay.531

The Medium resolution model contrasts with the other two models in the Baffin Bay,532

where very little Atlantic Water enters (Figs. 8 b and 9). Instead, Atlantic Waters flow533

cyclonically around the Labrador Sea along the continental shelf (Fig. 8 h).534

The path of the Atlantic Waters and penetration of heat into the Baffin Bay is known535

to be influenced by the atmospheric forcing (D. Holland et al., 2008). In particular, the536

partitioning of OHT between the North Atlantic Drift and the Irminger Current (south537

of Iceland) is sensitive to the state of the NAO, with positive phase of the NAO favor-538

ing the eastern branch of the circulation, which is then associated with a reduced ice cover539

in the Greenland and Barents Seas (Myers et al., 2007; Strong et al., 2009; Straneo &540
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Figure 9. Timeseries of (a) total OHT and (b) total OVT across Davis Strait in the CC run

for the Low, Medium and High resolution models. The total OVT is decomposed into its north-

ward (positive) and southward (negative) component in (c). Thin lines correspond to annual

averages and thick lines to five-year running mean. Observational estimates are indicated as

vertical bars with the horizontal extent corresponding to the period of observations: 1987-1990

(Cuny et al., 2004) and 2004-2005 (Curry et al., 2011) for OHT, 1987–1990 (Cuny et al., 2004)

and 2004-2010 (Curry et al., 2014) for OVT.

.

Heimbach, 2013). In climate models, the NAO has been shown to influence Labrador Sea541

Water formation on decadal time scales, which in turn affects the subpolar gyre (Langehaug542

et al., 2012). During the spin up of our models (years 1 to 120), the mean state of the543

atmosphere changes to a more positive NAO state in the Low and High resolution mod-544

els compared to the Medium resolution model (not shown). This state persists through-545

out the CC simulation (see Fig. 10), and should promote deeper penetration of Atlantic546
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Waters in the Fram Strait and Barents Sea Opening in the Low and High resolution mod-547

els (Langehaug et al., 2012). Instead, we see more recirculation of Atlantic Waters in the548

Irminger Sea in the High resolution model compared to the Medium resolution model,549

indicating the NAO variability is not the leading factor in determining the current path-550

ways in the Arctic.551

Figure 10. Winter SLP (JFM) in the Medium resolution model (a), winter SLP difference

between the Low and Medium resolution models (b) and winter SLP difference between the High

and Medium resolution models (c) averaged over the CC simulation

The path of warmer Atlantic Waters into the Baffin Bay is also sensitive to spa-552

tial resolution in models, with high resolutions (up to 1/60◦) favoring the Irminger branch553

(Pennelly & Myers, 2020). Although all three models fall within the range of observa-554

tions for OHT through the Davis Strait, the High resolution model is the closest to the555

mean and has the largest interannual and decadal variability of the suite, yet still smaller556

than observations (Fig. 9). Importantly, the OHT accross the Davis Strait in the High557

resolution model is the highest across the suite, about twice as large as the OHT in the558

Medium resolution model, and four times that of the Low resolution (Fig. 9 a). The OVT559

in the Medium and High resolution models remain close to observations, but is much weaker560

in the Low resolution model (Fig. 9 b). Very little poleward volume transport is found561

in the Medium and Low resolution models compared to the High resolution model, and562

the Medium and High resolution models have very similar southward volume transports563

(Fig. 9 c). The lack of poleward transport is in agreement with the representation of cur-564

rents in the Medium and Low resolution models, where the branch going into the Baf-565

fin Bay is not as strong as in the High resolution model (Fig. 8 g-i). The interannual vari-566

ability of OVT in Davis Strait is significantly anti-correlated (at the 95% confidence level)567

with the sum of the transport through the Fram Strait and Barents Sea Opening, with568

correlation coefficients of -0.82, -0.96 and -0.82 in the Low, Medium and High resolution569

models, respectively. This suggests that the Irminger Branch dominates the variability570

in the Davis Strait as opposed to the East Greenland Current branch bringing polar sur-571

face waters southward. This anticorrelation also illustrates the partitioning of the trans-572

port of Atlantic Waters between the Arctic and the Labrador Sea and Davis Strait. Hence,573

in the Medium resolution model, the weaker OVT into the Davis Strait is tied to the higher574

OHT into the Arctic through the Fram Strait and Barents Sea Opening.575

In the model suite, the difference in the partitioning of Atlantic waters between the576

Irminger branch and Norwegian branch can be partly related to the difference in con-577

vection centers. In the Medium resolution model, mixed layer in the Labrador Sea is slightly578

deeper but more localized than in the High resolution model (Fig. 8 j-l). The maximum579
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winter mixed layer depth (MLD) in the Medium resolution model is 1.7 km in the first580

decade of the CC run, around 300 m deeper than in the High resolution model. The area581

of deep convection in the High resolution model extends to the western boundary of the582

Labrador Sea, with MLD of around 1 km. Similarly in the HighResMIP models, 1/4◦583

models show deeper convection than 1◦ models, and overestimate MLD compared to ob-584

servations (Koenigk et al., 2021). Pennelly and Myers (2020) also find that increasing585

the ocean resolution from 1/4◦ to 1/12◦ (and even 1/60◦) leads to a shallower mixed layer586

thanks to more representation of eddy fluxes; however, they also find that the area of587

deep convection is less extensive. Conversely, in the Icelandic and Norwegian Seas, the588

depth and area of deep mixed layer are greater in the Medium resolution model than in589

the High resolution model. From Low to High resolutions, we see a south-westward trans-590

fer of deep convection regions from the Greenland-Icelandic-Norwegian (GIN) Seas to-591

wards the Labrador Sea (see Fig. 8 j-l).592

Figure 11. Correlation maps between the detrended annual (January-December) OVT in

the Barents Sea Opening (a-c) and Davis Strait (d-f) and the detrended Winter MLD, in the

Low (left), Medium (center) and High (right) resolution models in the CC experiments. Black

contours indicate the CC simulation average winter MLD at 300 m (black line) and 1 km (green

line).

In the northern North Atlantic, where deep convection is present, we find a strong593

negative correlation at interannual scale between the OVT across the Barents Sea Open-594

ing and winter MLD in both the Medium and High resolution models (Figs. 11 b-c and595

8 h-l), indicating that deep penetration of Atlantic Waters into the Barents Sea Open-596

ing is associated with weak convection in the GIN Seas. Similarly, the OVT across Davis597

Strait is negatively correlated with winter MLD in the Labrador Sea in all three mod-598

els (Fig. 11), indicating that deep penetration of Atlantic Waters into Baffin Bay through599

the Davis Strait is associated with weak convection in the Labrador Sea. This negative600

correlation suggests that a weak subpolar gyre circulation is associated with strong deep601

convection and meridional circulation, in agreement with results from Drijfhout and Hazeleger602

(2006).603
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6 Conclusion604

In this study, we investigated the impact of ocean heat transport on Arctic sea ice605

under climate change in the GFDL CM2-O model suite. The models of the suite only606

differ in their ocean horizontal spatial resolution : from 1◦ (Low) to 0.25◦ (Medium) to607

0.1◦ (High), with a mesoscale eddy parameterization for the Low resolution model. We608

investigated the potential impact of resolution on the mean ocean and sea ice states, and609

the relationship between Arctic ocean heat transport and sea ice, on the Pan-Arctic and610

regional scale, at annual and decadal time scales. We found that :611

• Models with a higher total ocean heat transport into the Arctic have a smaller sea612

ice extent in all seasons.613

• Decadal variability in ocean heat transport explains a large fraction of decadal vari-614

ability in sea ice extent.615

• At interannual time scale, the impact of ocean heat transport on sea ice extent616

is limited to the shelf regions.617

• The Medium resolution model is in best agreement with the observational record618

at the beginning of the satellite era.619

• The Medium resolution model has the highest ocean heat transport into the Arc-620

tic and lowest sea ice extent in the suite of models both in the pre-industrial and621

climate change runs, in contrast with the conclusions from Docquier et al. (2019)622

who state that higher resolution models result in more ocean heat transport in the623

Arctic. We note that our results are in agreement with Docquier et al. (2019) for624

a narrower range of spatial resolution similar to theirs (low to medium resolutions).625

• Though the Medium resolution has a higher ocean heat transport and lower sea626

ice extent when compared with those of the High resolution model in the pre-industrial627

mean state, the trends in sea ice loss and ocean heat transport in the two mod-628

els under increasing CO2 forcing are similar.629

• The Low and High resolution models have the same pre-industrial sea ice extent630

and thickness distribution, but very different response in sea ice extent to CO2631

forcing, with the High resolution model being more sensitive than its coarser res-632

olution counterpart.633

• As the spatial resolution of the model increases from medium to high, greater heat634

transport is found into Davis Strait at the expense of the Atlantic-Arctic gates sug-635

gesting that the Irminger branch is favored over the Faroe-Scotland branch. The636

differences in deep convection between these two models might partly explain the637

difference in heat partitioning.638
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Beszczynska-Möller, A., Woodgate, R., Lee, C., Melling, H., & Karcher, M. (2011).675

A synthesis of exchanges through the main oceanic gateways to the arc-676

tic ocean [Journal Article]. Oceanography (Washington D.C.), 24 . doi:677

10.5670/oceanog.2011.59678

Bitz, C. M., Fyfe, J., & Flato, G. (2002, 03). Sea ice response to wind forcing from679

amip models. Journal of Climate - J CLIMATE , 15 , 522-536. doi: 10.1175/680

1520-0442(2002)015〈0522:SIRTWF〉2.0.CO;2681

Bitz, C. M., Holland, M. M., Hunke, E. C., & Moritz, R. E. (2005). Maintenance of682

the sea-ice edge [Journal Article]. Journal of Climate, 18 (15), 2903-2921. Re-683

trieved from https://doi.org/10.1175/JCLI3428.1 doi: 10.1175/JCLI3428684

.1685

Bitz, C. M., Holland, M. M., Weaver, A. J., & Eby, M. (2001). Simulating the ice-686

thickness distribution in a coupled climate model [Journal Article]. Journal of687

Geophysical Research: Oceans, 106 (C2), 2441-2463. Retrieved from https://688

agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/1999JC000113 doi:689

https://doi.org/10.1029/1999JC000113690

Bitz, C. M., & Lipscomb, W. H. (1999). An energy-conserving thermody-691

namic model of sea ice [Journal Article]. Journal of Geophysical Research:692

Oceans, 104 (C7), 15669-15677. Retrieved from https://doi.org/10.1029/693

1999JC900100 doi: https://doi.org/10.1029/1999JC900100694

Bitz, C. M., & Roe, G. H. (2004). A mechanism for the high rate of sea ice thinning695

in the arctic ocean [Journal Article]. Journal of Climate, 17 (18), 3623-3632.696

Retrieved from https://doi.org/10.1175/1520-0442(2004)017<3623:697

AMFTHR>2.0.CO;2 doi: 10.1175/1520-0442(2004)017〈3623:AMFTHR〉2.0.CO;698

2699

Bourke, R. H., & Garrett, R. P. (1987). Sea ice thickness distribution in the arctic700

ocean. Cold Regions Science and Technology , 13 (3), 259-280. Retrieved from701

https://www.sciencedirect.com/science/article/pii/0165232X87900073702

doi: https://doi.org/10.1016/0165-232X(87)90007-3703

Brankart, J.-M. (2013). Impact of uncertainties in the horizontal density gra-704

dient upon low resolution global ocean modelling [Journal Article]. Ocean705

Modelling , 66 , 64-76. Retrieved from https://www.sciencedirect.com/706

–23–



manuscript submitted to JGR: Oceans

science/article/pii/S1463500313000309 doi: https://doi.org/10.1016/707

j.ocemod.2013.02.004708

Cuny, J., Rhines, P., & Kwok, R. (2004, 01). Davis strait volume, freshwater and709

heat fluxes [Journal Article]. Deep Sea Research Part I: Oceanographic Re-710

search Papers, 52 , 519-542. doi: 10.1016/j.dsr.2004.10.006711

Curry, B., Lee, C. M., & Petrie, B. (2011). Volume, freshwater, and heat fluxes712

through davis strait [Journal Article]. Journal of Physical Oceanography ,713

41 (3), 429-436. Retrieved from https://doi.org/10.1175/2010JPO4536.1714

doi: 10.1175/2010JPO4536.1715

Curry, B., Lee, C. M., Petrie, B., Moritz, R. E., & Kwok, R. (2014). Mul-716

tiyear volume, liquid freshwater, and sea ice transports through davis717

strait [Journal Article]. Journal of Physical Oceanography , 44 (4), 1244-718

1266. Retrieved from https://doi.org/10.1175/JPO-D-13-0177.1 doi:719

10.1175/JPO-D-13-0177.1720

Delworth, T. L., Broccoli, A. J., Rosati, A., Stouffer, R. J., Balaji, V., Beesley, J. A.,721

. . . Zhang, R. (2006). Gfdl’s cm2 global coupled climate models. part i: For-722

mulation and simulation characteristics [Journal Article]. Journal of Climate,723

19 (5), 643-674. Retrieved from https://journals.ametsoc.org/view/724

journals/clim/19/5/jcli3629.1.xml doi: 10.1175/jcli3629.1725

Delworth, T. L., Rosati, A., Anderson, W., Adcroft, A. J., Balaji, V., Benson, R.,726

. . . Zhang, R. (2012). Simulated climate and climate change in the gfdl727

cm2.5 high-resolution coupled climate model [Journal Article]. Journal of728

Climate, 25 (8), 2755-2781. Retrieved from https://doi.org/10.1175/729

JCLI-D-11-00316.1 doi: 10.1175/jcli-d-11-00316.1730

Desmarais, A., & Tremblay, L. B. (2021). Assessment of decadal variability in sea731

ice in the community earth system model against a long-term regional obser-732

vational record: Implications for the predictability of an ice-free arctic [Journal733

Article]. Journal of Climate, 34 (13), 5367-5384. Retrieved from https://734

journals-ametsoc-org.proxy3.library.mcgill.ca/view/journals/clim/735

34/13/JCLI-D-20-0561.1.xml doi: 10.1175/JCLI-D-20-0561.1736

DeWeaver, E., & Bitz, C. M. (2006). Atmospheric circulation and its effect on737

arctic sea ice in ccsm3 simulations at medium and high resolution [Jour-738

nal Article]. Journal of Climate, 19 (11), 2415-2436. Retrieved from739

https://doi.org/10.1175/JCLI3753.1 doi: doi.org/10.1175/JCLI3753.1740

Docquier, D., Grist, J. P., Roberts, M. J., Roberts, C. D., Semmler, T., Ponsoni, L.,741

. . . Fichefet, T. (2019). Impact of model resolution on arctic sea ice and north742

atlantic ocean heat transport [Journal Article]. Climate Dynamics, 53 (7),743

4989-5017. Retrieved from https://doi.org/10.1007/s00382-019-04840-y744

doi: 10.1007/s00382-019-04840-y745

Drake, H. F., Morrison, A. K., Griffies, S. M., Sarmiento, J. L., Weijer, W., & Gray,746

A. R. (2018). Lagrangian timescales of southern ocean upwelling in a hierarchy747

of model resolutions [Journal Article]. Geophysical Research Letters, 45 (2),748

891-898. Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/749

abs/10.1002/2017GL076045 doi: https://doi.org/10.1002/2017GL076045750

Drijfhout, S. S., & Hazeleger, W. (2006). Changes in moc and gyre-induced at-751

lantic ocean heat transport. Geophysical Research Letters, 33 (7). Retrieved752

from https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/753

2006GL025807 doi: https://doi.org/10.1029/2006GL025807754

Drinkwater, K. F., Miles, M., Medhaug, I., Otter̊a, O. H., Kristiansen, T., Sundby,755

S., & Gao, Y. (2014). The atlantic multidecadal oscillation: Its manifes-756

tations and impacts with special emphasis on the atlantic region north of757

60◦n [Journal Article]. Journal of Marine Systems, 133 , 117-130. Re-758

trieved from https://www.sciencedirect.com/science/article/pii/759

S0924796313002236 doi: https://doi.org/10.1016/j.jmarsys.2013.11.001760

Dufour, C. O., Morrison, A. K., Griffies, S. M., Frenger, I., Zanowski, H., & Winton,761

–24–



manuscript submitted to JGR: Oceans

M. (2017). Preconditioning of the weddell sea polynya by the ocean mesoscale762

and dense water overflows [Journal Article]. Journal of Climate, 30 (19), 7719-763

7737. Retrieved from https://journals.ametsoc.org/view/journals/clim/764

30/19/jcli-d-16-0586.1.xml doi: 10.1175/jcli-d-16-0586.1765

Dunne, J. P., John, J. G., Adcroft, A. J., Griffies, S. M., Hallberg, R. W., Shevli-766

akova, E., . . . Zadeh, N. (2012). Gfdl’s esm2 global coupled climate–carbon767

earth system models. part i: Physical formulation and baseline simulation768

characteristics [Journal Article]. Journal of Climate, 25 (19), 6646-6665.769

Retrieved from https://doi.org/10.1175/JCLI-D-11-00560.1 doi:770

10.1175/jcli-d-11-00560.1771

Ferrari, R., Griffies, S. M., Nurser, A. J. G., & Vallis, G. K. (2010). A boundary-772

value problem for the parameterized mesoscale eddy transport [Journal773

Article]. Ocean Modelling , 32 (3), 143-156. Retrieved from https://774

www.sciencedirect.com/science/article/pii/S1463500310000065 doi:775

https://doi.org/10.1016/j.ocemod.2010.01.004776

Fetterer, F., Knowles, K., Meier, W. N., Savoie, M., & Windnagel, A. K. (2017). Sea777

ice index, version 3. (Boulder, Colorado USA. NSIDC: National Snow and Ice778

Data Center. Data accessed 01/2020) doi: 10.7265/N5K072F8779

Flato, G. M. (2011). Earth system models: an overview [Journal Article]. WIREs780

Climate Change, 2 (6), 783-800. Retrieved from https://doi.org/10.1002/781

wcc.148 doi: https://doi.org/10.1002/wcc.148782

Fox-Kemper, B., Danabasoglu, G., Ferrari, R., Griffies, S. M., Hallberg, R. W., Hol-783

land, M. M., . . . Samuels, B. L. (2011). Parameterization of mixed layer784

eddies. iii: Implementation and impact in global ocean climate simulations785

[Journal Article]. Ocean Modelling , 39 (1), 61-78. Retrieved from https://786

www.sciencedirect.com/science/article/pii/S1463500310001290 doi:787

https://doi.org/10.1016/j.ocemod.2010.09.002788
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