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Abstract14

There has been growing interest in the potential of short-lived climate forcer (SLCF) mit-15

igation to reduce near-term global warming. Black carbon (BC) is a SLCF that is known16

to warm the climate by absorbing insolation and to affect the radiative balance indirectly17

by altering cloud properties. We used an aerosol-climate model to study the climatic ef-18

fects of the anthropogenic aerosol emissions of BC, organic carbon (OC) and sulfur diox-19

ide (SO2) from Chile and Mexico. Limiting our analysis to areas where these emissions20

had notable effects on both aerosol and clouds, we found that the total radiative effects21

of anthropogenic aerosol emissions are different for Chile and Mexico. This was explained22

by differences in aerosol emission strengths, their spatial distribution and differences in23

orography and meteorology in these two countries. Especially the radiative forcing for24

Chilean emissions was influenced by the persistent stratocumulus cloud deck west of Chile.25

The removal of OC and SO2 emissions caused a positive effective radiative forcing (ERF),26

while the removal of BC emissions caused a positive ERF for Chile, but a negative ERF27

for Mexico. When accounting for co-emission of other aerosol compounds, reduction of28

BC emission led to positive ERF in both countries. Compared to China, the removal of29

all anthropogenic SO2 emissions in Chile and Mexico caused a much larger global av-30

erage ERF per emitted unit mass of SO2.31

1 Introduction32

Short-lived climate forcers (SLCFs) are compounds that originate either from nat-33

ural sources or human activity. In broad terms, SLCFs are atmospheric compounds that34

can have a substantial effect on the climate and global warming, but have a relatively35

short atmospheric lifetime of a few days to a decade compared to long-lived greenhouse36

gases (e.g. carbon dioxide) which can have a lifetime of hundreds of years. SLCFs in-37

clude both gaseous compounds such as methane and hydrofluoro carbons, and aerosols38

such as black carbon (BC), organic carbon (OC) and sulfate (SO4) (Stohl et al., 2015;39

UNEP, 2011).40

A large part of these pollutants, for instance BC and methane, are attributed a warm-41

ing effect on the climate (S. J. Smith & Mizrahi, 2013). In addition, SLCFs are one source42

of air pollution which has become a central issue in most of the metropolitan areas world-43

wide (Krzyzanowski et al., 2014). Recently, Burnett et al. (2018) suggested that outdoor44

particulate air pollution could be attributable to 8.9 million deaths globally in 2015, whereas45

some previous estimates have been between 2 to 4 million (Silva et al., 2013; WHO, 2019).46

Consequently, SLCF mitigation is seen as an attractive option to bring near-term ben-47

efits for better local air quality and ’buying time’ for adapting to global warming (Bowerman48

et al., 2013; CCAC & UNEP, 2016).49

BC is a SLCF that is assumed to have a major role in global warming (AMAP, 2015;50

Bond et al., 2013). Typically, BC emissions are emitted during combustion processes,51

for example from residential heating with biomass and from vehicle engines. Natural pro-52

cesses, e.g. forest fires and volcanic eruptions, release substantial amounts of BC into53

the air as well (Bond et al., 2013). As a strongly light-absorbing substance, BC alters54

the Earth’s radiation budget by absorbing solar radiation and thereby heating the at-55

mosphere. The absorption or scattering of the solar radiation by atmospheric constituents56

is referred to as direct radiative effect (DRE). The DRE due to BC has been shown to57

enhance global warming, especially in the Arctic region (AMAP, 2015; W. J. Collins et58

al., 2013; Sand et al., 2013, 2016).59

Besides direct effects, BC affects the radiative balance through so-called semi-direct60

and indirect effects. For instance, deposited BC darkens both snow and ice cover and61

thereby reduces the albedo of reflective surfaces.(AMAP, 2011) This in turn increases62

the amount of solar radiation absorbed by snow and ice, and diminishes the back-reflected63

portion of the solar insolation, which results in warming (Hansen & Nazarenko, 2004).64
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Furthermore, BC can impact the radiative balance indirectly by altering cloud proper-65

ties. By acting as cloud condensation nuclei (CCN), BC particles can increase the cloud66

droplet number concentration, which changes cloud reflectivity (Twomey effect, (Twomey,67

1977)). Furthermore, BC particles can impact the lifetime of clouds, cause cloud burn-68

off, and even can change the planetary boundary layer (PBL) height by altering the ver-69

tical heating rate in the atmosphere (Ding et al., 2016). Apart from affecting cloud prop-70

erties, a change in PBL height also can increase air pollution at the surface (Ding et al.,71

2016). As BC radiative forcing depends strongly on the altitude of BC particles (Ban-72

Weiss et al., 2012; Flanner, 2013), the surface temperature responses to changes in at-73

mospheric BC concentrations are highly complex (Yang et al., 2019).74

Along BC, combustion processes release various other aerosol compounds to the75

atmosphere. Here we consider OC and sulfate since they are the most common co-emitted76

aerosol species of BC (Lamarque et al., 2010), and are known to have a strong radiative77

effect. Unlike BC, both OC and sulfate particles are known to cool the atmosphere, due78

to the scattering of the solar radiation back to space (direct effect). Like BC, sulfate and79

OC alter clouds indirectly, increasing their cooling potential (Boucher et al., 2013). In80

many regions, these indirect effects of sulfate and OC have been found to even out-weigh81

the direct positive radiative forcing of BC (W.-T. Chen et al., 2010; Khn et al., 2020).82

Although the combined indirect effects of aerosol particles are generally thought to re-83

sult in a cooling of the atmosphere, they are still quite poorly understood and many of84

the estimates include substantial uncertainty. (Bellouin et al., 2020; Koch & Del Genio,85

2010; Stjern et al., 2017; Yang et al., 2019).86

Whether aerosol particles will have an overall warming or cooling effect depends87

on various other factors in additions to their chemical composition, e.g. on the spatial88

and vertical location of the aerosol, since the magnitude and sign of the aerosol radia-89

tive effect depend on surface and cloud characteristics. Furthermore, differences in the90

composition of emitted aerosol and oxidative conditions can have a strong influence on91

the direct radiative effects of aerosol particles (Paulot et al., 2018). Therefore, the cli-92

matic impacts of aerosol emissions can differ greatly between different countries (Aamaas93

et al., 2016).94

The aim of this study is to examine the climatic effects of the anthropogenic aerosol95

emissions from Chile and Mexico. As a part of the multidisciplinary ERC project Cli-96

maSlow (ClimaSlow , 2017), this study was motivated by the national climate programs97

of the two countries. Both Chile and Mexico have announced ambitious goals for BC mit-98

igation: Mexico declared a mitigation target of 51 % BC emission reduction by the year99

2030 (SEMARNAT & INECC, 2016). Similarly, being one of the first nations, Chile has100

included SLCF mitigation in its national determined contribution (NDC) for the Paris101

agreement and has recently announced the unconditional aim of reducing its BC emis-102

sions by 25 % by 2030(Chile’s Nationally Determined Contribution (NDC), Update 2020 ,103

2020). Moreover, Chile and Mexico are interesting targets of analysis due to their close-104

ness to the equator, as the insolation is close to maximum in this region, which magni-105

fies the radiative effects of the aerosol. Furthermore, the climate of the Northern coast106

of Chile is partly dominated by a semi-persistent stratocumulus (Sc) deck (Abel et al.,107

2010; Huneeus et al., 2006; Klein & Hartmann, 1993; Wood et al., 2011). This Sc deck108

has a significant impact on the Earth’s radiation budget, as these low-level clouds strongly109

reflect solar radiation (Hartmann et al., 1992; Wood, 2012) and are very susceptible to110

changes in aerosol concentrations (G. Chen et al., 2015). Compared to clear-sky condi-111

tions, these type of clouds change the radiative forcing potential of anthropogenic aerosol112

drastically. A similar, but weaker cloud deck exists over the Pacific, west of Mexico (Muhlbauer113

et al., 2014; Wood, 2012).114

Mena-Carrasco et al. (2014) studied the regional climate effects of Chilean anthro-115

pogenic aerosol emissions by using the regional climate model WRF-Chem. Simulating116

the period from October to November 2008, they concluded that the radiative effects of117
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the emissions vary greatly according to the regional emission profile: in coastal Chile the118

dominating SO2 emissions caused local cooling, whereas in the densely populated cen-119

tral Chile the BC emissions resulted in local warming.(Mena-Carrasco et al., 2014) Fur-120

thermore, Huneeus et al. (2006) reported that sulfur emissions from northern Chile might121

affect the properties of the local Sc clouds during strong easterly wind episodes.122

In this article, we study the climatic effects of anthropogenic BC, OC and sulfur123

dioxide SO2 emissions that originate from Chile and Mexico, by using the global aerosol-124

climate model ECHAM-HAMMOZ (Kokkola et al., 2018; Schultz et al., 2018; Tegen et125

al., 2019). Our main focus was to analyze the radiative effects of these emissions and to126

separate the direct, semi-direct and indirect contribution. We analysed where the emis-127

sions originating from Chile and Mexico are transported to and how they affect aerosol128

concentrations relative to the clouds in the model. This helped us identify regions where129

Chilean and Mexican aerosol has the largest potential to interact with radiation or to130

affect cloud properties. As the anthropogenic emissions analyzed here are quite small131

compared to the global total, we mainly restricted our analysis to the regions that are132

most affected by these emissions. To put the radiative effects of Chile and Mexico into133

global context, we also compared them to the radiative effects due to Chinese SO2 emis-134

sions, which are one of the highest in the world for a single country (Li et al., 2017).135

2 Methods136

2.1 ECHAM-HAMMOZ137

We conducted all simulations with the aerosol-climate model ECHAM6.3.0-HAM2.3138

(ECHAM-HAMMOZ). In ECHAM-HAMMOZ, the atmospheric general circulation model139

ECHAM (Roeckner et al., 2003; Stevens et al., 2013) is coupled with the aerosol mod-140

ule HAM (Kokkola et al., 2018; Stier et al., 2005; Tegen et al., 2019). The HAM mod-141

ule includes the most relevant aerosol species: BC, OC, SO4, mineral dust and sea salt.142

Further, the detailed representation for aerosol is achieved by coupling the sectional SALSA2.0143

aerosol micro-physics module (Kokkola et al., 2018) to the model. The SALSA discretizes144

the aerosol size distribution into 10 size sections, which provides an accurate and com-145

putationally efficient platform for resolving aerosol-atmosphere interactions (Kokkola et146

al., 2018). The grid resolution used for this study was T63L47, which corresponds to ap-147

proximately 1.9 ◦×1.9◦ horizontal resolution, and 47 vertical layers up to 0.01 hPa (ap-148

proximately 80 km altitude).149

In ECHAM-HAMMOZ, 97.5 % of the anthropogenic sulfur emissions enter the at-150

mosphere as gas (SO2), while 2.5 % of the SO2 total emission mass is converted directly151

to sulfate particles (SO4). When SO2 gets oxidized in the atmosphere, it forms H2SO4,152

which then forms sulfate aerosol through new particle formation or condensation onto153

existing aerosol particles.154

2.2 Anthropogenic aerosol emissions155

For the global anthropogenic aerosol emissions of BC, OC and SO2, we used the156

ECLIPSE V6a emission inventory (Klimont, 2019), which was designed with the inte-157

grated assessment model GAINS (Amann et al., 2011). The spatial emission fields were158

re-gridded to the ECHAM-HAMMOZ model resolution (T63, approx. 1.9 ◦×1.9◦). The159

anthropogenic emission strengths are presented in Table 1. As can be seen, the contri-160

butions from Chile and Mexico to the global total emissions are rather small: less than161

0.6 % for Chile, and 1.4 % for Mexico.162

The population density of Mexico is approximately three times higher than of Chile,163

and this might be one of the reasons why the Mexican per capita emissions are lower com-164

pared to the Chilean ones. However, the emissions per km2 are higher than the global165
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Chile Mexico China Global

BC (kt yr−1) 23.36 (0.38 %) 82.21 (1.35 %) 1127.79 (18.47 %) 6107.00

OC (kt yr−1) 39.64 (0.32 %) 165.13 (1.35 %) 2114.87 (17.32 %) 12 208.96

SO2 (kt yr−1) 358.01(0.57 %) 515.66 (0.82 %) 15018.67 (23.81 %) 63064.54

BC (kg/capita) 1.30 0.67 0.82 0.83

OC (kg/capita) 2.21 1.36 1.54 1.66

SO2 (kg/capita) 19.92 4.23 10.95 8.59

BC (kg km−2) 30.89 41.85 117.93 46.25

OC (kg km−2) 52.42 84.06 221.15 92.46

SO2 (kg km−2) 473.50 262.50 1570.51 477.59

Table 1. ECLIPSEV6a current legislation (CLE) scenario, the annual mean anthropogenic

emissions for the year 2015 for Chile, Mexico, China and the entire globe. The emissions due to

shipping and aviation are not included. The percentage of the global total is shown in paren-

theses. The population and surface area statistics for year 2015 for the per capita and per km2

values were retrieved from the Wold Bank database (World Bank, 2020).

averages. For Chile, the emissions per km2 are below the global average due to Chile’s166

relatively large surface area including deserts and sparsely inhabited areas. The Chinese167

SO2 emissions stand out, even when normalized by population or by surface area, and168

the emissions per km2 are three times higher than the global average.169

The major sources of BC emissions are the domestic sector and traffic (Cruz-Núñez,170

2014), and a large part of Mexican BC originates from urban metropolitan areas that171

are located on elevated territory. For instance, the altitude of Mexico City is over 2200 m,172

and Guadalajara and Monterrey are located at altitudes of 1500 m and 500 m, respec-173

tively. In contrast, SO2 emissions are distributed spatially more evenly within industrial174

operators and the energy sector. For Chile, Santiago and the regions south of Santiago175

are the most crucial BC and OC emission sources (Molina et al., 2015), whereas most176

SO2 originates from northern Chile (Mena-Carrasco et al., 2014), with the strongest sources177

being the copper industry and energy production.178

2.3 Experiment design179

In order to estimate the maximum radiative effect of the anthropogenic aerosol emis-180

sions from Chile and Mexico, we conducted altogether seven simulations. In order to be181

able to study the effects of each substance individually, we performed separate simula-182

tions where always one of the substances was removed from the emissions inventory of183

Chile and Mexico. Additionally, to study the impacts of co-emitted species due to BC184

mitigation, we performed one further simulation where BC and OC emissions were re-185

duced simultaneously.186

Note that, because Chile and Mexico are separated by the inter-tropical conver-187

gence zone, the aerosol plumes originating from these two countries do not overlap and188

their individual effects can thus be studied using results from the same simulation. The189

differences between simulations carried out in this study are presented in Table 2.3.190
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Simulation Emissions Meteorology

FREE WIND

Full representation of all anthro-
pogenic aerosol emissions

freely evolving wind and pres-
sure fields

BASE

Full representation of all anthro-
pogenic aerosol emissions

nudged towards FREE WIND
wind fields

NO SO2

Identical to BASE,
but anthropogenic SO2 emissions
from Chile and Mexico removed

nudged towards FREE WIND
wind fields

NO BC

Identical to BASE, but anthro-
pogenic BC emissions from Chile and
Mexico removed

nudged towards FREE WIND
wind fields

NO OC

Identical to BASE, but anthro-
pogenic OC emissions from Chile and
Mexico removed

nudged towards FREE WIND
wind fields

MITIG

Identical to BASE, but 50 % of an-
thropogenic BC emissions and 40 %
of anthropogenic OC emissions from
Chile and Mexico removed

nudged towards FREE WIND
wind fields

NO SO2 china

Identical to BASE, but anthro-
pogenic SO2 emissions from China
removed

nudged towards FREE WIND
wind fields

Table 2. The emission and meteorology configurations for the performed simulations
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The simulation FREE WIND was used to generate wind fields to which all other191

simulations could be nudged. By doing this, we aimed to minimize the effect of model192

dynamics on aerosol radiative effects, as discussed later on. In FREE WIND, the model193

meteorology was allowed to evolve freely and only sea surface temperature (SST) and194

sea ice cover (SIC) were fixed to climatological monthly mean values of the years 2000195

to 2015, by using the results from the PCMDIs (Program for Climate Model Diagnosis196

& Intercomparison) Atmospheric Model Inter-comparison Project (Taylor et al., 2012).197

Except for the FREE WIND simulation, the global wind patterns and surface pres-198

sure fields for rest of the simulations were nudged towards prescribed fields obtained from199

FREE WIND using a Newtonian relaxation scheme (Zhang et al., 2014). Atmospheric200

temperature and dry static energy were allowed to evolve freely.201

The reference simulation (BASE) was modeled using all aerosol emissions turned202

on. Furthermore, we conducted three simulations that were otherwise identical to BASE203

but the anthropogenic aerosol emissions originating from Chile and Mexico were removed,204

separately for BC (NO BC), OC (NO OC) and SO2 (NO SO2).205

Additionally, as BC and OC are usually co-emitted species, we also wanted to an-206

alyze the effects of reducing BC and OC simultaneously. To this end we performed a per-207

turbed simulation (MITIG) where the anthropogenic BC and OC emissions from Chile208

and Mexico where decreased by 50 % and 40 %, respectively. This was motivated by the209

Mexican mitigation targets for BC. The reduction percentage for OC (40 %) was esti-210

mated based on the emission scenarios BASELINE and MITIGATE of the ECLIPSEV5a211

(Stohl et al., 2015) emission scenarios, where a 1 % reduction in anthropogenic BC emis-212

sions results in a reduction in OC emissions of approximately 0.8 %. Additionally, our213

aim was to compare the radiative effects of the Chilean and Mexican emissions to those214

of Chinese SO2 emissions. Therefore, we performed a similar simulation without the an-215

thropogenic SO2 emissions originating from China (NO SO2 china).216

Each simulation was run for 10 years, repeating the same aerosol emissions for the217

year 2015 plus a one year spin-up period. The forest fire and biomass burning emissions218

were taken from the GFAS emission inventory (Kaiser et al., 2012), using the monthly219

mean values for the years 2000 to 2016. The emissions for the aviation sector were kept220

fixed for all simulations, and they were retrieved from the Emissions for Atmospheric Chem-221

istry and Climate Model Intercomparison Project (ACCMIP) database (Lamarque et222

al., 2010) for the year 2015, using the Representative Concentration Pathway (RCP) 4.5223

scenario (Thomson et al., 2011; van Vuuren et al., 2011). In addition, we used fixed ECLIP-224

SEV6a CLE emissions for the year 2015 for the international shipping emissions in all225

of the simulations. The greenhouse gas concentrations were set to fixed uniform global226

values, whereas the ozone and OH concentrations were taken from reanalysis data (de-227

scribed in (Inness et al., 2013)).228

2.4 Radiative forcing calculations229

In ECHAM-HAMMOZ, the aerosol direct radiative effect (DRE) is calculated ac-230

cording to W. D. Collins et al. (2006) by using a double-call with and without aerosol231

to the radiation calculation routine. The aerosol direct radiative forcing (RFA) is then232

calculated as the difference in DRE between the perturbed simulation and the reference233

simulation (BASE) (Ghan, 2013).234

The total effect on the Earth’s radiation balance induced by a substance is esti-235

mated using the effective radiative forcing (ERF) concept (Boucher et al., 2013; Lohmann236

et al., 2010; Mülmenstädt et al., 2019; C. J. Smith et al., 2018) which includes direct,237

semi-direct and indirect radiative effects of aerosol. The ERF is calculated as the dif-238

ference of the net radiative flux at the top of the atmosphere (TOA) between a perturbed239

simulation and the reference simulation.240
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Usually, ERF is computed using simulations with a freely evolving meteorology,241

but with fixed SST and SIC. However, the freely evolving meteorology introduces sub-242

stantial variation in ERF, which may be larger than the actual ERF signal (e.g. (AMAP,243

2015; Khn et al., 2020)), especially if the analysed region is small, as it is in our study.244

In order to compensate for this, we nudged all simulations to the wind fields obtained245

from the simulation FREE WIND.246

Various studies have shown that nudging can affect some of the model processes247

which strongly depend on wind and precipitation levels, like, for instance, cloud forma-248

tion and dust and sea salt emissions (Astitha et al., 2012; Lin et al., 2016; Sun et al., 2019).249

This may also affect the ERF values obtained in nudged simulations (Forster et al., 2016).250

However, in this study the area affected by the changing emissions is quite small and thus251

the wind fields are not expected to change much, especially on the global scale. In or-252

der to minimize the effect the nudging has on the modeled ERF values, we nudged here253

towards model simulated (simulation FREE WIND) derivatives of wind field (vorticity254

and divergence) and surface pressure, and did not nudge the model temperature at all.255

This has been shown to reduce the effects of nudging (Lin et al., 2016; Sun et al., 2019;256

Zhang et al., 2014) on ERF. In summary, the ERF values obtained in this study do not257

include all the possible rapid adjustments (Forster et al., 2016), and thus, do not cor-258

respond to the conventional definition of ERF. In order to highlight this difference, we259

denote here our ERF as ERFNDG.260

3 Results261

In this section, we examine and compare the obtained changes in atmospheric aerosol262

concentrations and radiative fluxes separately for specific regions for Chile and Mexico.263

Finally, we compare the Chilean and Mexican SO2 emission effects on global ERF to the264

effects of Chinese anthropogenic SO2 emissions. Throughout this section, all values pre-265

sented are averaged over the entire simulation period. Changes in a value are always with266

respect to the reference simulation (BASE).267

3.1 Determining the area for analysis268

As the anthropogenic emissions from Chile and Mexico are small compared to the269

global total, the area that is significantly influenced by these emissions is also relatively270

small. Consequently, the radiative effects of these emissions are small on a global scale271

as well. However, their regional impact can still be important. We therefore focus on the272

areas where the Chilean and Mexican aerosol emissions are most likely to affect radia-273

tion both directly and indirectly.274

To this end, we constrained our regions of interest (ROI) to the areas with notice-275

able changes in vertically integrated aerosol and cloud droplet concentrations (burdens).276

As a measure of changes in aerosol number burden, we calculated the relative differences277

between the perturbed simulations (NO BC, NO OC, and NO SO2) and the reference278

simulation (BASE) for aerosol particles that have diameters greater than 100 nm (N100).279

Similarly, we calculated the differences for cloud droplet number concentration (CDNC)280

burden. However, the changes in CDNC burden between two simulations show quite large281

model-internal variation, even though the simulations are nudged.282

To improve the signal-to-noise ratio, we applied the Gaussian smoothing algorithm283

explained in Appendix A to the CDNC burden changes. Finally, we selected the regions284

where we see a relative decrease higher than 2 % for N100 burden and 1.5 % for Gaussian-285

filtered CDNC burden when compared to the reference simulation. The percentage thresh-286

olds were chosen such that the resulting region had maximum extent while still being287

continuous. This results in different areas with respect to aerosol and CDNC burden change,288

which are shown in Figure 1a. These six regions were then combined into one total. To289
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Figure 1. (a) The areas where the relative decrease in N100 is larger than 2 % (blue, green

and red for NO BC, NO OC and NO SO2, respectively) and in CDNC levels larger than 1.5 %

(yellow, pink and cyan for NO BC, NO OC and NO SO2, respectively). (b) ROIs used for the

data analysis, marked for Mexico (orange) and Chile (purple).

Burden (µg m−2) ChileROI MexicoROI Global

NO BC: BC −24.3± 1.9 ((−4.8± 0.4) %) −75.2± 3.8 ((−12.2± 0.6) %) −6.5± 0.6 ((−0.8± 0.1) %)

NO OC: OC −67.2± 24.0 ((−2.0± 0.7) %) −171.1± 13.7 ((−4.8± 0.4) %) −16.8± 7.2 ((−0.3± 0.1) %)

NO SO2: SO4 −159.5± 14.1 ((−3.9± 0.3) %) −268.9± 19.7 ((−5.7± 0.4) %) −28.1± 4.4 ((−0.6± 0.1) %)

MITIG: BC −10.5± 1.5 ((−2.1± 0.3) %) −30.3± 1.6 ((−4.9± 0.3) %) −2.8± 0.4 ((−0.3± 0.1) %)

MITIG: OC −32.9± 16.2 ((−1.0± 0.5) %) −71.9± 8.5 ((−2.0± 0.2) %) −9.9± 3.8 ((−0.2± 0.1) %)

Table 3. Difference in average aerosol mass burdens between the perturbed simulations and

the reference simulation (BASE). Relative differences are show in parentheses.

ascertain that the resulting ROI was continuous and connected to the source region, pos-290

sible smaller, separated regions were removed. The resulting ROIs for Chile and Mex-291

ico are shown in Fig. 1b. Unless stated otherwise (e.g. Section 3.4.1), we restrict the fol-292

lowing analysis to these two ROIs, which we will refer to as MexicoROI and ChileROI.293

3.2 Atmospheric aerosol concentrations294

By examining the differences in aerosol mass burdens for each perturbed simula-295

tion, we can estimate how much both countries contribute to the aerosol load over their296

respective ROIs. In addition to the total mass burden, the horizontal and vertical dis-297

tribution of the particles, especially with respect to the cloud layer, determines their im-298

pacts on the radiative balance. The average differences between the perturbed simula-299

tions and the reference simulation (BASE) in aerosol mass burden for BC, OC and SO4300

(averaged over the entire simulation period and the respective ROI area) are shown in301

Table 3.302

Even though we restrict our analysis to ChileROI and MexicoROI, the changes in303

BC, OC and SO4 burdens due to the removal of the anthropogenic emissions of these304

substances in Chile and Mexico are fairly small. This is mostly due to natural background305
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emissions and emissions from other countries. Furthermore, in order to obtain ROIs that306

are as large as possible, we chose very small threshold values, which directly affects the307

average burden changes in the ROIs. Due to differences in orography, meteorology and308

horizontal distribution of the emissions in Chile and Mexico, the aerosol particles in ChileROI309

and MexicoROI are transported differently with in the respective ROIs as well.310

The Chilean anthropogenic emissions seem to make a fairly small contribution to311

the BC and SO4 burden values over ChileROI, and even smaller to the OC burden. For312

ChileROI, we find that the total BC burden decreases by (4.8± 0.4) %, whereas for OC313

the decrease is only (2.0± 0.7) %. The SO4 burden also decreases (3.9± 0.3) %. For sce-314

nario MITIG, the decrease in the BC and OC burdens is in line with the emission re-315

ductions: the decrease in BC burden is almost half of the decrease observed for NO BC316

simulation, and similarly for OC burden.317

As for Chile, the emissions from Mexico make a rather small contribution on the318

SO4 and OC burden over MexicoROI. The burden changes over MexicoROI are, however,319

larger than over ChileROI in both absolute and relative terms (see Table 3). With (−75.2± 3.8) µg m−2,320

which corresponds to (−12.2± 0.6) %, the decrease in BC burden over MexicoROI is sub-321

stantial.322

As in the scenario MITIG BC and OC emissions are reduced by 50 % and 40 %,323

respectively, one could expect that the BC and OC burdens in MITIG would decrease324

by similar percentages of the NO BC and NO OC scenarios, if the burdens depended lin-325

early on the emissions. For the OC burden change this holds true, but the BC burden326

only decreases by 40 % compared to the burden change for the NO BC simulation. This327

can be explained by a decrease in hygroscopicity of the emitted BC-containing aerosol,328

which makes them less susceptible to wet deposition.329

All in all, it appears that the relative changes in average burden values are slightly330

larger for MexicoROI than for ChileROI. One explanation for this is the differences in spa-331

tial distribution of anthropogenic aerosol emissions: Huneeus et al. (2006) state that the332

main Chilean SO2 emitters (i.e. copper smelters) are located in the northern part of Chile,333

from where the emitted sulfate is transported north and northwest and mainly remains334

at altitudes below 4 km. The sources for BC and OC are mostly in the middle, near the335

capital region. This causes that the changes in N100 are also more spread towards both336

north and south, resulting in relatively larger ROI for Chile, as shown in Figure 1. In337

Mexico, the emission sources are also distributed differently along the country for sul-338

fur and BC, but they are not as distinct as for Chile, and all of the emissions are dis-339

tributed more evenly across the ROI. In addition, because of the geographic location of340

Chile and Mexico, the contribution to the aerosol mass burdens from other countries may341

be larger over ChileROI than over MexicoROI.342

We analyzed also the atmospheric concentrations at different altitudes (not shown).343

One remarkable difference between ChileROI and MexicoROI is that for BC, OC and SO4344

in ChileROI the concentration changes are highest at the surface and decrease monoton-345

ically with altitude. In MexicoROI, on the other hand, these profiles show a second lo-346

cal maximum at about 800 hPa. This may be due to many different influences, includ-347

ing the very different orographic profiles of the two ROIs, the altitude of the emission348

sites and differences in vertical mixing.349

3.3 Aerosols and clouds350

As indicated in Section 1, one of the motivations for this study was to analyze the351

effects of anthropogenic aerosol emissions on the maritime stratocumulus (Sc) deck at352

the Chilean coastline. However, the current configuration for ECHAM-HAMMOZ does353

not provide output diagnostics for determining different cloud types directly. Hence, we354

examined the vertical profiles of the annual mean water cloud fraction, using the data355
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Figure 2. The horizontal distribution of Sc clouds (green) and ROIs (light grey).

from the reference simulation (BASE). Since typical maritime Sc clouds have cloud bases356

below 2 km and a cloud thickness of less than 1 km (Wood, 2012), we identified grid boxes357

where the maximum annual mean water cloud fraction was below 900 hPa, and deter-358

mined those as the areas which are dominated by maritime Sc clouds in our model. These359

grid boxes are marked in Figure 2, which also shows how much the defined ROIs coin-360

cide with these Sc cloud decks.361

Besides horizontal distribution, the vertical distribution of aerosol particles and clouds362

affects the radiative properties. For instance, aerosol particles above cloud layer receive363

a higher portion of shortwave radiation than below clouds since clouds are efficient on364

reflecting shortwave (SW) fluxes. This is important for absorbing aerosol, like BC, whose365

warming effect is often enhanced on top of a cloud (Khn et al., 2014; Zarzycki & Bond,366

2010). Because of the differences in local conditions (e.g. atmospheric circulation) for367

ChileROI and MexicoROI, the vertical distributions for aerosol compounds and clouds are368

studied separately for the two ROIs.369

3.3.1 ChileROI370

For the Chilean anthropogenic emissions, the total mass of SO2 emitted yearly is371

remarkably larger than the mass of BC or OC. This can be seen as a high contribution372

to atmospheric aerosol number concentrations, which further affects the CDNC. The num-373

ber of particles with diameters larger than 100 nm (N100) is typically considered a proxy374

for particles that can potentially act as cloud condensation nuclei (CCN) (Dusek et al.,375

2006; Janssen et al., 2011; Trstl et al., 2016). The vertical concentration difference pro-376

files between perturbed and reference simulation (BASE) for BC mass, N100 and cloud377

droplet number concentration (CDNC) for ChileROI are presented in Figure 3. In order378

to illustrate the changes in aerosol concentrations with respect to the water cloud layer,379

we also show the annual average CDNC from the reference simulation (BASE) in each380

panel. In the model, the altitude of the water clouds follows the CDNC values fairly well.381

The vertical location of the atmospheric BC aerosol particles, especially with re-382

spect to the clouds, strongly affects BC radiative forcings. Figure 3a shows that most383
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Figure 3. Vertical concentration profiles for (a) BC, (b) N100 and (c) CDNC for ChileROI.

The differences between perturbed simulations and the reference simulation (BASE) are marked

with colored lines (lower x-axis), and the CDNC concentration for the BASE simulation is

marked with a black line (upper x-axis).

of the changes in BC concentration are at or below cloud level. As most of ChileROI is384

covered with a persistent Sc deck, it can thus be expected that the BC radiative effects385

are screened by these clouds.386

Figure 3b shows the changes in N100 for the different scenarios. The sulfur emis-387

sions clearly have the strongest effect on N100. Furthermore, due to its high hygroscop-388

icity, sulfur-induced N100 changes affect CDNC more than similar changes due to BC and389

OC. Furthermore, the vertical concentration difference profile of N100 for NO SO2 de-390

creases almost linearly with altitude, while in the other scenarios the decrease is much391

more rapid. It can therefore be expected that sulfate can still affect clouds effectively392

at much higher altitudes than BC and OC.393

As the amount of anthropogenic aerosol emissions decreases, the CDNC decreases394

as well. Correspondingly, the mean effective radius of cloud droplets increases when the395

aerosol burden is decreased (not shown). However, the maximum difference in the ef-396

fective radius can be observed at 970 hPa with less than 0.1 µm ((0.7± 0.3) %) increase397

for the NO SO2 simulation, which is a relatively small change. Here the decreasing aerosol398

number burden reduces the number of cloud droplets, and thus the water is distributed399

to a smaller amount of particles. This indicates that the clouds appear less bright when400

there are fewer aerosol particles, and thereby the clouds scatter less radiation (Twomey,401

1977). We will show later in Section 3.4 that the indirect forcing is remarkably stronger402

than direct aerosol forcing for ChileROI.403

Since the aerosol emission reductions lead to larger cloud droplets, the remaining404

droplets precipitate more easily due to higher mass. This can be observed as decreas-405

ing mean cloud water content (not shown). However, this decrease is relatively small and406

is accompanied by a large uncertainty. Taken together with the ongoing discussion of407

how well this second indirect effect (Albrecht, 1989) is represented in climate models (Malavelle408

et al., 2017; Mülmenstädt & Feingold, 2018), we will here not analyze this effect further.409

3.3.2 MexicoROI410

The vertical concentration difference profiles between perturbed and reference sim-411

ulation (BASE) for BC, N100 and CDNC for MexicoROI are presented in Figure 4. Sim-412
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Figure 4. Vertical concentration profiles for (a) BC, (b) N100 and (c) CDNC for MexicoROI.

The differences between perturbed simulations and the reference simulation (BASE) are marked

with colored lines (lower x-axis), and the CDNC concentration for the BASE simulation is

marked with a black line (upper x-axis).

ilarly as for ChileROI, the annual mean CDNC concentrations for the BASE simulation413

are included in all of the panels. As can be seen from Figures 3 and 4, the height of the414

cloud layer and vertical aerosol concentration profiles are different for MexicoROI and415

ChileROI.416

In contrast to ChileROI, the changes in BC concentration have a second maximum417

at the altitude of approximately 750 hPa, which is well above the maximum CDNC of418

the liquid cloud layer. As BC light absorption is enhanced above clouds, this can be ex-419

pected to lead to a difference in radiative forcings between ChileROI and MexicoROI. The420

vertical profiles for OC and SO4 (not shown) have a second maximum at about 750 hPa421

as well.422

While in ChileROI the SO2 emissions affect N100 most, the OC emissions from Mex-423

ico affect the N100 levels more than SO2. However, sulfur emissions have a stronger ef-424

fect on CDNC than BC and OC emissions, even though the effect is not as noticeable425

as for ChileROI. Since the hygroscopicity of OC is lower than that of sulfur, the OC par-426

ticles do not form cloud droplets as effectively as SO4. That is why the differences in N100427

levels do not directly correspond to the differences observed for CDNC, and thus the Mex-428

ican sulfur emissions affect the CDNC values more. The changes for cloud droplet ra-429

dius are of the same order of magnitude as for ChileROI, including high uncertainty (not430

shown).431

The vertical concentration profiles for ChileROI and MexicoROI differ because of432

the differences in the ROIs (e.g. total area, spatial distribution of emissions), and also433

due to the differences in atmospheric circulation patterns, solar insolation, precipitation434

levels and aerosol transport. Furthermore, a large part of the Mexican aerosol emissions435

are released at rather high altitudes, e.g. since one of the major source regions, Mexico436

City, is located at 2200 m.437

3.4 Radiative forcing438

The differences in the aerosol mass burdens and the vertical concentration profiles439

between ChileROI and MexicoROI ultimately also lead to different radiative forcings for440

the two ROIs. Figure 5 shows the aerosol direct radiative forcing (RFA) and the ERFNDG441
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Figure 5. RFA and ERFNDG for (a) ChileROI and (b) MexicoROI.

RFA (W m−2) ERFNDG (W m−2)

simulation ChileROI MexicoROI ChileROI MexicoROI

NO SO2 0.002± 0.005 0.030± 0.008 0.480± 0.105 0.268± 0.054
NO BC −0.035± 0.008 −0.113± 0.010 0.117± 0.136 −0.082± 0.091
NO OC −0.001± 0.007 −0.004± 0.012 0.302± 0.120 0.213± 0.108
MITIG −0.015± 0.005 −0.048± 0.013 0.225± 0.083 0.089± 0.104
0.5*NO BC+0.4*NO OC −0.018± 0.007 −0.058± 0.009 0.179± 0.116 0.044± 0.089

Table 4. The mean direct all-sky aerosol forcing (RFA) and ERFNDG at the TOA for ChileROI

and MexicoROI.

for the perturbed simulations. In order to distinguish the aerosol indirect and semi-direct442

effects, we visualize separately the difference between ERFNDG and RFA. The numer-443

ical values of Figure 5 are presented in Table 4. For all simulations, the 2D ERFNDG sig-444

nal due to the emission perturbations is well covered by the ROIs defined in Section 3.1445

(see Figure B1).446

As shown earlier in Figures 1 and 2, the sulfate particles from Chile are mostly trans-447

ported to the maritime stratocumulus region. This explains what we can observe from448

Figure 5: the RFA for NO SO2 simulation is only slightly positive for ChileROI, while449

the ERFNDG is the largest in all scenarios and both ROIs. In this region, the RFA for450

sulfate is screened by the clouds, but the cloud effects, especially the Twomey effect, are451

strong. As BC is a strong absorber, the removal of anthropogenic BC in the NO BC sim-452

ulation produces a negative RFA. Yet, as discussed in Section 3.3, the anthropogenic BC453

emissions affect atmospheric BC concentrations mostly inside or below clouds. That is454

why the all-sky BC RFA is fairly small for ChileROI. Similarly as for the Chilean sul-455

fur emissions, the RFA for OC is negligible ((−0.001± 0.007) W m−2). Although the area456

where we can observe the largest decreases of OC burden is outside of the stratocumu-457

lus deck at the Chilean coast (Figure 2), most of the OC aerosol is masked by higher-458

level clouds.459
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The ERFNDG values for ChileROI are positive for all the perturbed simulations, but460

include wider uncertainty ranges than the corresponding RFA values. As observed in Sec-461

tion 3.3, the changes in CDNC levels are highest for NO SO2, which translates to a large462

ERFNDG, with local maximum values of about 3 W m−2 (see Figure B1). The ERFNDG463

signal for NO OC is also positive ((0.3± 0.1) W m−2), as the changes in CDNC close to464

the surface are the second largest of all scenarios (see Figure 3). The ERFNDG for the465

NO BC simulation, on the other hand, is the smallest of all scenarios, which is due to466

the negative RFA and much smaller changes in CDNC levels.467

For MexicoROI, the RFA for the NO SO2 simulation is only slightly positive, and468

like for ChileROI, for OC the RFA is negligible. In contrast to NO OC and NO SO2, the469

RFA for NO BC is considerably negative, i.e. removing BC induces cooling of the at-470

mosphere when analyzing only the direct effects. In general, the direct BC forcing is known471

to be more efficient when BC particles are located above highly reflecting surfaces, such472

as clouds, which is in contrast to dark, absorbing surfaces such as oceans. As discussed473

in Section 3.3, the portion of BC emitted from Mexico that ends up above cloud is con-474

siderably larger than that emitted from Chile (Figures 3 and 4), which can partly ex-475

plain why the direct BC RFA is larger for MexicoROI than for ChileROI. In addition, the476

changes in BC burden in MexicoROI are approximately three time higher than in ChileROI,477

which suggests a rather linear relation between BC burden and RFA. While in ChileROI478

removing of BC (NO BC) causes positive ERFNDG values, the ERFNDG values for re-479

moving BC in MexicoROI are negative ((−0.08± 0.09) W m−2). This is because here the480

RFA is much stronger and the indirect and semi-direct effects are smaller than in ChileROI.481

However, the standard deviation is noteworthy. For NO SO2, the ERFNDG is positive482

with the value of (0.27± 0.05) W m−2, and the variance is smaller than for NO BC. As483

for ChileROI, over MexicoROI the indirect and semi-direct effects are dominating for NO OC,484

with positive ERFNDG values of (0.2± 0.1) W m−2.485

The radiative effects for ChileROI and MexicoROI differ partly due to unequal ROIs:486

the ROI defined for Mexico covers relatively more ocean than ChileROI, which causes the487

mean surface albedo of MexicoROI to be smaller than for ChileROI. In addition, ChileROI488

is in general cloudier than MexicoROI. Clouds mask some of the incoming SW radiation489

(cloud screening effect), reducing the solar radiation reaching the aerosol particles. This490

results in smaller RFA values for ChileROI compared to MexicoROI. Inversely, aerosol-491

cloud interactions are stronger for ChileROI than for MexicoROI, evident through the higher492

ERFNDG values for ChileROI compared to MexicoROI. This can to the largest part be493

explained with the existence of the maritime Sc deck west and northwest of Chile, which494

is very susceptible to changes in aerosol concentrations. Furthermore, ChileROI has a rel-495

atively larger extent, with sulfur emissions mostly in the northern part of the country,496

and BC and OC emissions in the middle. This causes the sulfate particles to be trans-497

ported north, while BC and OC move more towards the east. In Mexico, the aerosol species498

are transported mainly to the same direction.499

As in MITIG both BC and OC emissions are reduced simultaneously (50 % and500

40 %, respectively), it is to be expected that the radiative forcing values somehow reflect501

the radiative forcing values of both the NO BC and NO OC simulations. The RFA val-502

ues in MITIG are, to the accuracy of one standard deviation, linear combinations of the503

RFA values of NO BC and NO OC (see Table 4). However, the obtained ERFNDG val-504

ues in MITIG cannot be approximated in the same fashion. Using the relation 0.5ERFNDG,NO BC+505

0.4EFNDG,NO OC, one would obtain 0.179± 0.116 and (0.044± 0.089) W m−2 for ChileROI506

and MexicoROI, respectively. Since the ERFNDG for NO OC is positive and much greater507

than for the NO BC simulation, the overall ERFNDG for the MITIG simulation is also508

positive for both ChileROI and MexicoROI, despite the negative ERFNDG obtained for509

NO BC in MexicoROI. This demonstrates the complex interplay between aerosol-radiation510

and aerosol-cloud effects of different, co-emitted aerosol species, which has also been re-511

ported in other studies (W.-T. Chen et al., 2010; Huang et al., 2018; Wang et al., 2015).512
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Like in Huang et al. (2018) and Khn et al. (2020), our results underline the importance513

of including the reductions of co-emitted species when analysing the effects of BC mit-514

igation.515

One remarkable feature is the dominant contribution of the indirect and semi-direct516

effects to the ERFNDG in ChileROI due to BC. On the other hand, the indirect BC forc-517

ing was small for MexicoROI. This is most likely due to the combination of various pro-518

cesses, e.g. smaller Twomey effect, more BC above cloud and BC-induced changes in the519

heat balance of the cloud layer.520

Even though the simulations in this study where nudged in order to minimize model-521

internal variation, the ERFNDG standard deviations are still quite notable. This might522

be partly due to the rather small analyzed area, and the fact that the anthropogenic aerosol523

emissions of Chile and Mexico are quite small compared to the sum of all natural and524

anthropogenic sources affecting ChileROI and MexicoROI. Of all variables analyzed, the525

changes in cloud properties showed the largest standard deviations. Determining indi-526

vidual processes that affect the radiation indirectly in ECHAM-HAMMOZ is difficult527

and therefore out of the scope of this study.528

In addition to clouds, mineral dust emissions in ECHAM-HAMMOZ show great529

variation (Kokkola et al., 2018). As dust particles act as condensation sink for sulfate,530

an increase in mineral dust emissions might lead to less new particle formation for sul-531

fur (Neubauer et al., 2019). Therefore, in addition to the direct effects of dust emissions,532

the natural variation in background mineral dust might contribute to the high standard533

deviation observed for ERFNDG.534

3.4.1 Impact of the location of emissions reductions535

Contrary to the radiative effects of well-mixed greenhouse gases, such as carbon536

dioxide, aerosol radiative effects show much stronger horizontal variability, mostly due537

to the much shorter atmospheric lifetime of aerosols (IPCC, 2013). In addition, aerosol538

particles emitted in the mid-latitudes are likely to induce a different radiative forcing than539

particles from regions near the equator (Khn et al., 2014; Laakso et al., 2017), because540

average solar insolation is strongest at the equator. In order to set the ERFNDG for Chilean541

and Mexican SO2 emissions into global context, we compare them to the ERFNDG for542

Chinese anthropogenic SO2 emissions. For this purpose, we define the global radiative543

forcing efficiency, EFFERF, as the ratio between the global ERFNDG (i.e. averaged over544

the entire globe) and the total emission reduction in a country. The global ERFNDG and545

calculated EFFERF values for NO SO2 and NO SO2 china simulations are presented in546

Table 5.547

Apart from China being located further away from the equator, the Chinese aerosol-548

cloud interactions are presumably more saturated (Khn et al., 2014) due to much higher549

aerosol burdens there. This means that the emission reductions from China are expected550

to be less efficient than from countries where the aerosol emissions are smaller. This is551

also the case when analyzing the simulation data. SO2 reductions from Chile and Mex-552

ico show a 20 times higher EFFERF compared to reductions in China.553

However, the global mean ERFNDG for Chile and Mexico has a relatively high stan-554

dard deviation compared to the actual value ((0.027± 0.021) W m−2), whereas for emis-555

sion reductions in China we observe a more robust signal of ((0.124± 0.023) W m−2).556

Nevertheless, the obtained results underline the point that the location of aerosol emis-557

sion mitigation matters when analyzing the global radiative balance.558
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Simulation Global ERFNDG (W m−2) SO2 reduction (kt yr−1) Efficiency (W/m2/(kt/yr))

NO SO2 0.027± 0.021 873.67 3.086× 10−5

NO SO2 china 0.124± 0.023 15 018.67 0.154× 10−5

Table 5. Global mean ERFNDG for NO SO2 and NO SO2 china simulations and the emis-

sion reductions. The efficiency is defined as a ratio of global ERFNDG and total SO2 emission

reduction.

4 Discussion and Conclusions559

The purpose of this study was to demonstrate how emission mitigation in differ-560

ent countries and regions can have diverse, and even contrasting potential to affect the561

atmospheric radiative balance. The motivation for this study stems from the current dis-562

cussion on the potential of short-lived climate forcer (SLFC) mitigation to slow down563

global warming. We focused on analyzing the climatic effects of anthropogenic black car-564

bon (BC), organic carbon (OC) and sulfur dioxide (SO2) originating from Chile and Mex-565

ico. These two Latin American countries have released ambitious climate programs that566

also consider SLCF emissions, including even specified reduction levels for their BC emis-567

sions. In addition, the Chilean local climate is strongly influenced by a persistent stra-568

tocumulus cloud deck west of Chile, which makes it an interesting target for studying569

aerosol-cloud interactions with large scale climate models. A similar, but less persistent570

cloud deck also exists west and northwest of Mexico.571

For distinguishing the effects of different aerosol species, we compared a reference572

simulation with all aerosol species present (BASE) against perturbed cases without an-573

thropogenic emissions of BC, OC and SO2 originating from Chile and Mexico (NO BC,NO OC574

and NO SO2, respectively). Furthermore, in order to study the effect of co-emitted species575

of BC, we performed one further simulation (MITIG) with Mexican and Chilean anthro-576

pogenic BC and OC emissions reduced by 50 % and 40 %, respectively. The results were577

then analyzed for specific regions of interest (ChileROI and MexicoROI), defined for the578

areas where we could observe notable changes in the aerosol and cloud properties. As579

these ROIs were relatively small, we nudged the wind and surface pressure in all sim-580

ulations to the same values.581

For both ChileROI and MexicoROI, the obtained indirect and semi-direct aerosol582

radiative forcings were much stronger than the direct forcings. When removing BC, which583

strongly absorbs solar radiation, we obtained negative direct radiative forcing, RFA. Elim-584

inating anthropogenic sulfur emissions resulted in small positive direct forcing, since the585

sulfur particles are known to back-scatter incoming solar radiation. However, the mag-586

nitude of this effect was much smaller than for BC. For OC, the RFA was virtually neg-587

ligible.588

In order to study aerosol-cloud effects for the perturbed simulations, we calculated589

the effective radiative forcing (ERF), which includes direct, semi-direct and indirect ef-590

fects. As our simulations where nudged, however, the simulations do not consider some591

climate feedbacks. For NO SO2 and NO OC, ERF was positive for both ChileROI and592

MexicoROI, as expected, dominated by the indirect and semi-direct effects. The NO BC593

case is more interesting, however, as the magnitudes of the direct and indirect effects are594

roughly of the same order but opposite in sign. This resulted in a positive ERF for ChileROI595

and a negative ERF for MexicoROI, both values also having an uncertainty that is roughly596

of similar magnitude as the estimate itself. This result highlights the difficulty in antic-597
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ipating the ERF caused by reducing BC emissions without simulating the effects of mit-598

igation.599

Due to different characteristics of the local climates and especially cloud layers, the600

ERF signals differ between ChileROI and MexicoROI. These features include, for instance,601

local cloud cover, land orography and background aerosol profile. As the cloud layer near602

the Chilean coast is thicker than the cloud layer west of Mexico, the direct forcings for603

the reflecting aerosol are smaller for ChileROI than MexicoROI. This is due to the cloud604

screening effect, where aerosol below cloud receives much less radiation, and because the605

the radiative effect of reflecting aerosol above a reflecting surface is strongly reduced. Fur-606

thermore, the average solar insolation is stronger near the equator, which can contribute607

to the differing ERF values for these two ROIs. One explanation for differing ERF val-608

ues is that in Chile the anthropogenic SO2 emissions are more pronounced when com-609

paring to BC and OC than in Mexico. In addition, a large portion of the anthropogenic610

aerosol particles in MexicoROI are transported to altitudes above the cloud layer, mak-611

ing the BC RFA more pronounced for MexicoROI. Previous studies have shown that low-612

level clouds are generally poorly represented by atmospheric general circulation mod-613

els (Klein et al., 2013). It has to be noted that like many global climate models, ECHAM-614

HAMMOZ underestimates the persistent stratocumulus deck west of Chile (Stevens et615

al., 2013). It is therefore to be expected that the ERF values found here would be stronger616

if the Sc decks west of Chile and Mexico were simulated more realistically.617

For the MITIG simulation, the estimated ERF was positive for both ChileROI and618

MexicoROI. This demonstrates that the indirect and semi-direct effects due to BC and619

OC removal counter-act the negative direct forcing caused by reduced BC emissions, lead-620

ing to an overall warming effect. The reduction in emission strength of BC and OC in621

the MITIG scenario was based on simplified assumptions and the ERF values obtained622

here would probably change if a more realistic scenario was used.623

Since one of our aims was to investigate how much emission location affects the ob-624

tained results, we performed another simulation where we removed all anthropogenic SO2625

emissions from China. We found that the anthropogenic SO2 emissions from Chile and626

Mexico induce an almost 20 times higher ERF per emitted unit mass than the SO2 emis-627

sions from China. We concluded that the main cause of this difference is the non-linearity628

of aerosol-cloud interactions, which leads to a saturation of these effects over China, where629

anthropogenic emission strengths are amongst the highest of the world. Other causes in-630

clude different insolation levels and differences in local meteorology.631

In this study all simulations were nudged towards the same wind and surface pres-632

sure fields. This helped to greatly reduce model-internal variability and thereby uncer-633

tainty intervals when comparing to similar studies without nudging (Baker et al., 2015;634

Cherian et al., 2017; Khn et al., 2020). However, the uncertainty intervals obtained for635

the ERF values still were of the order of the ERF values themselves. This is partly due636

to the small area affected by the emissions studied here and partly due to further model-637

internal variability which cannot be suppressed through nudging. A trade-off for the re-638

duced uncertainty intervals due to nudging is the suppression of some feedback mech-639

anisms in the model. Simulations with free meteorology or even fully coupled Earth sys-640

tem models may therefore find different values for the effective radiative forcings calcu-641

lated here (Forster et al., 2016). Furthermore, TOA radiative forcing may not be the op-642

timal measure for analyzing the warming potential of BC, as the vertical and spatial place-643

ment of BC particles determines whether the overall effect is warming or even cooling644

(Flanner, 2013; Yang et al., 2019).645

The results obtained in this study underline how the changes in radiative balance646

due to aerosol mitigation are not linearly dependent on the total aerosol mass emitted.647

In other words, at some locations aerosol mitigation can reduce local warming or cool-648

ing effects more efficiently than in other regions, even if the emissions are relatively small.649

–18–



manuscript submitted to Journal of Geophysical Research: Atmospheres

Besides climatic effects, SLCF mitigation could lead to improved surface air quality and650

thereby reduce negative health effects of these harmful pollutants. Thus, this may en-651

courage also countries with fairly small yearly emissions to include SLCF mitigation in652

their climate and air quality efforts. In addition, limiting the region of analysis to ar-653

eas with notable changes in aerosol and cloud properties provided a good platform to654

study the ERF for anthropogenic aerosol, and thus could be used to evaluate the effects655

of SLCF mitigation for other countries as well.656

Appendix A Gaussian smoothing657

Several of the quantities analysed in this study show considerable variability both658

in space and time, even though the simulations where nudged towards the same wind659

and surface pressure fields. This makes it hard to detect signals, especially when look-660

ing at 2D maps. However, often the modeled variability is correlated: if in one grid box661

a value is higher than the areal average, it will be lower in another nearby grid box. In662

order to to be able to distinguish between actual signals (differences between two sim-663

ulations) and especially large outliers, we smoothed some of the 2D data using a Gaus-664

sian filter. Using the grid indices i, i′, j, and j′, we define the Gaussian Kernel as665

Gii′jj′ = exp

(
− (i− i′)2 + (j − j′)2

σ2

)
(A1)

The smoothed data, F̃ij , is then calculated from the raw data, Fij , as666

F̃i′j′ =

∑
i′,j′ FijGii′jj′∑

i′j′ Gii′jj′
(A2)

For computational efficiency we only performed the summation in Eq. A2 for values of667

Gii′jj′ > 10−3. For the width σ we used here a value of 2 for smoothing the CDNC bur-668

den data in Section 3.1 and a value of 1.5 for smoothing the ERF data in Figure B1. Note669

that this smoothing technique not only removes noise, but also blurs features of the data.670

Therefore, in any 2D maps of smoothed data shown (for instance in Figure B1) the ac-671

tual features may be sharper, but larger in magnitude. The amount of blurring depends672

on the value used for σ. An example of the effects of this Gaussian filtering is shown in673

Figure A1674

Appendix B The horizontal ERFNDG distribution675

The Gaussian-smoothed spatial distribution of ERFNDG values for the different emis-676

sion reduction scenarios in ChileROI and MexicoROI is presented in Figure B1. The fig-677

ure demonstrates very well, how different aerosol species affect the ERFNDG values very678

differently in terms of both magnitude and horizontal distribution. As can be seen from679

the figures, the regions where the ERFNDG is affected by the emission changes is well680

included in ChileROI and MexicoROI.681
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