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Abstract

Understanding what controls vertical motion profile shape is fundamental to un-
derstanding tropical precipitation patterns. Two controls have been previously studied:
the thermodynamic profiles of the environment and the dynamics imposed by sea sur-
face temperature (SST) patterns. To fit these two perspectives together, we focus on two
regions with distinctly top and bottom-heavy vertical motion: The Western Pacific and
the Central Eastern Pacific. These regions have roughly the same column-integrated wa-
ter, precipitation, and column-integrated horizontal moisture advection, however the shape
in the West is top heavy while the East is bottom heavy. The top-heaviness angle is in-
troduced to describe this difference.

To study thermodynamic controls on vertical motion profile shape, we use weak
temperature gradient (WTG) simulations. We are able to simulate the shape differences
between our two regions from the thermodynamics. We then show that the dry static
stability and the underlying SST are the most important for the vertical motion shape
differences between our two regions.

We show that the qualitative shape differences can be explained using a simple en-
training plume model. The entraining plume model accepts the temperature and mois-
ture profiles as inputs and outputs the plume’s buoyancy, which is directly related to the
vertical motion profile shape. We find that increasing the dry static stability leads to bottom-
heaviness. We hypothesize that the SST gradients lead to a cooler equilibrium lower tro-
pospheric temperature compared with no gradient, and this leads to a more conducive
thermodynamic environment to bottom-heaviness. Hence the dynamics control top-heaviness
through influencing the thermodynamic profiles.

Plain Language Summary

In the tropics, the vertical velocity is related to the amount of rainfall in a region.
There are large differences in the vertical velocity at different heights in different regions,
which are important to the rainfall distribution. When upward vertical motion is faster
lower in the atmosphere, the vertical motion is bottom-heavy. When it is faster higher
in the atmosphere, the vertical motion is top-heavy. Some work indicates that these dif-
ferences come from temperature profile differences and how adjacent regions change the
moisture profile. Alternative work suggests that top-heaviness depends on the distribu-
tion of sea surface temperatures (SST). We use a model that predicts vertical motion
to reconcile these two. We simulate top and bottom-heavy vertical motion profiles from
just the differences in the thermodynamics of two regions. We then check what parts of
the thermodynamics are most important to the vertical motion profile shape by chang-
ing one at a time and seeing how vertical motion changes. We find that temperature and
SST are the most important factors, with bottom-heaviness being due to having a lower
sea surface and a more stable temperature profile. We hypothesize that the SST distri-
bution affects the temperature profile, which leads to more bottom-heaviness.

1 Introduction

Our understanding of the tropical rainfall distribution is limited because it entails
interactions between many different systems across a multitude of scales, from cloud clus-
ters (Yanai et al., 1973) to large-scale features like the Madden-Julian Oscillation (MJO)
(Madden & Julian, 1971) to the slowly evolving climatological state (Riehl & Malkus,
1958). Vertical motion plays a central role in this problem and to the tropical rainfall
distribution because it is directly tied to latent heating from rain through the dry static
energy (DSE) budget(Yanai et al., 1973; Handlos & Back, 2014). The shape of the ver-
tical motion profile in particular, is essential to how the tropical system behaves across



a range of timescales and waves (Schumacher et al., 2004; Back & Bretherton, 2006; Kang
et al., 2009; Gjorgjievska & Raymond, 2014; Sherwood et al., 2014; Inoue & Back, 2015;
Inoue et al., 2020).

Despite the importance of vertical motion profile shape to the tropical atmosphere,
our understanding of the underlying processes that determine this shape is incomplete
(Hagos et al., 2010; Back et al., 2017). In this work, we examine and integrate two mech-
anisms that have been proposed, in the literature, for how vertical motion is controlled.
We do this in order to improve our ability to properly simulate the tropics. We look to
create process oriented diagnostics (PODs) which can help us improve our diagnosis of
vertical motion in models (Maloney et al., 2019). Our goal is to develop our understand-
ing of the controls of vertical motion, which will then be used to create PODs and ul-
timately improve our models and our ability to forecast the tropics.

In this research, we focus on the causes of the difference between a region with cli-
matological top-heavy vertical motion, where maximum vertical velocity is in the upper
troposphere, versus a region with bottom-heavy vertical motion where the maximum ver-
tical motion occurs in the lower troposphere. We use the regions found by Back and Brether-
ton (2006) to have consistently top-heavy or consistently bottom-heavy vertical motion:
the Western and Central-Eastern Pacific boxes (shown in figures 1 and 3). These regions
are chosen because reanalyses and AGCMs agree on whether they are top heavy or bot-
tom heavy (see Back and Bretherton (2006)), while in many other regions and times through-
out the tropics there is much less agreement between models and different observation-
ally derived products. Figure (1a) shows the top and bottom-heavy vertical motion pro-
files, which are a result of the different conditions between the two regions. Both of our
chosen regions have similar amounts of rainfall, column water vapor, and horizontal mois-
ture transport and yet they achieve this energetically in different ways due to the dif-
ferent vertical motion shapes (Back & Bretherton, 2006). Throughout the rest of the pa-
per we will refer to variables from the Central-Eastern Pacific box as bottom heavy and
we will refer to the variables from the Western Pacific box as top heavy, so the top-heavy
SST is the SST from Western Pacific box.

Figure (1 ¢) shows the climatological pattern of top-heaviness throughout the trop-
ics using a new measure that we have created called the top-heaviness angle. This top-
heaviness angle is an extension of the top-heaviness ratio created by Back et al. (2017),
which utilizes the first two modes of a vertical decomposition of the vertical motion. The
first two modes when the vertical motion is decomposed into a set of empirical orthog-
onal functions are respounsible for greater than 85% of the vertical motion variability (Back
& Bretherton, 2009b; Back et al., 2017). The ratio of the second to the first mode pro-
vides a compact representation of the top-heaviness which has been normalized by mag-
nitude of vertical motion. The top-heaviness angle is found by taking the arctangent of
this ratio, which gives an angle representation of the top-heaviness. The top-heaviness
angle has the benefit of being well defined for all vertical motion, as opposed to being
defined for either upward or downward vertical motion. The legend for the top-heaviness
angle and the colormap that we use to visualize it are shown in figure (1b). Angles near
zero represent strongly ascending regions, while angles near 180° represent descending
regions. Positive angles near zero represent more top-heavy profiles and negative angles
near zero represent more bottom-heavy profiles.

Previous research has identified two mechanisms that control the climatological dis-
tribution of top-heaviness shown in figure 1. The first mechanism depends partially on
surface convergence caused by the distribution of SST's, which we call the dynamic mech-
anism (Lindzen & Nigam, 1987; Back & Bretherton, 2009a, 2009b; Duffy et al., 2020).
The second mechanism, which we call the stability mechanism, focuses on the role of the
large-scale thermodynamics (Raymond & Sessions, 2007; Raymond et al., 2015; Sessions
et al., 2019).
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Figure 1. Geographic variability of vertical motion in the tropics is shown with the top-
heaviness angle, along with the vertical motion from the top and bottom-heavy boxes that we are
studying and a legend to understand the top-heaviness angle. (a.) Top and bottom-heavy vertical
motion profiles from the two indicated boxes, which serve as the regions of interest for this study.
(b.) Color legend showing variability of vertical motion shape according to top-heaviness angle.
(c.) Map of the variability of vertical motion shape shown using the top-heaviness angle over the
tropics for the ERA5 climatology between 2007-2017.

The dynamic mechanism describes the top-heaviness using the surface conditions,
specifically the distribution of SST's and the laplacian of SST which indicates where the
gradients of SST drive the greatest boundary layer convergence (shown in figure 3). The
SSTs in the top-heavy box are around 2K higher and the laplacian of SST in the bottom-
heavy box indicates greater convergence.

The dynamic mechanism begins with a surface convergence that is caused by SST
gradients, diagrammed in figure (2)(Lindzen & Nigam, 1987). SST gradients lead to bound-
ary layer temperature gradients which lead to bent isobars in the boundary layer. In as-
sociation with friction, these bent isobars lead to a convergent flow and vertical motion
near the surface. Back and Bretherton (2009b) found that in the bottom-heavy box, the
monthly and longer time-averaged surface convergence, and thus lower tropospheric ver-
tical motion, is primarily due to the SST gradients on these timescales. Their compan-
ion paper Back and Bretherton (2009b) argued that the greater top-heaviness of verti-
cal motion in the top-heavy box, compared to the bottom-heavy box, is attributable to
the difference in relative SST in the two regions (Back & Bretherton, 2009a). A higher
SST is correlated with a greater atmospheric potential energy, which is associated with
deeper and thus more top-heavy vertical motion. The magnitude of the SST and its gra-
dients can be used to create a simple model that predicts the distribution of vertical mo-
tion shape and precipitation in reanalysis and GCMs (Back & Bretherton, 2009a, 2009b;
Duffy et al., 2020). The Back and Bretherton (2009b) model clearly has strong explana-
tory power, but the precise way that the SST and its gradients exert control over the top-



heaviness, from the perspective of the thermodynamics, has not been determined and
a goal of this research is to elucidate the subject.

The stability mechanism describes how vertical motion is controlled by the large-
scale thermodynamic environment and predicts bottom-heaviness as a consequence of
having a more stable temperature profile. The reason for this is an implicit relationship
to plume buoyancy, but the details of this have not been studied in depth. We investi-
gate this further in section 4. The stability mechanism was first uncovered and explained
using a simplified model of large-scale vertical motion where stabilizing the large-scale
environmental temperature led to the vertical motion becoming more bottom-heavy (Raymond
& Sessions, 2007; Sessions et al., 2015). In contrast, when the large-scale temperature
is destabilized, the vertical motion becomes more top heavy. These simulations indicated
the existence of the stability mechanism, which was then supported by observations from
several field campaigns (Gjorgjievska & Raymond, 2014; Raymond et al., 2014; Sessions
et al., 2019).

Both of these mechanisms offer an explanation for bottom-heavy vertical motion,
and both mechanisms have unanswered questions that leave holes in our understanding.
Whether the dynamic mechanism acts through influencing thermodynamic profiles is still
unknown. The stability mechanism’s role in the climatological top-heaviness has not been
previously demonstrated and additionally, it does not provide an answer to why the top
and bottom-heavy boxes have similar amounts of rainfall and column moisture while hav-
ing different vertical motion profiles.
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Figure 2. Schematic of the SST gradient driven surface convergence and how it generates
vertical motion. Horizontal SST gradients imprint on the boundary layer. In association with
friction, these pressure gradients generate convergent winds. These convergent winds are associ-
ated with upward vertical motion in order to satisfy mass continuity. This process is important

to regions with bottom-heavy vertical motion according to the dynamic mechanism.

We use simulations from a model that parameterizes vertical motion using the weak
temperature gradient (WTG) approximation, which is the same parameterization which
helped uncover the stability mechanism (Raymond & Sessions, 2007; Sessions et al., 2015;
Raymond & Flores, 2016; Sentié¢ et al., 2015). We use a particular implementation of the



WTG approximation called the spectral WT'G (SWTG) parameterization that has been
shown to reproduce vertical motion from observations as well as the stability mechanism
(Herman & Raymond, 2014; Wang et al., 2016). We are using reanalysis data instead

of observations to simulate climatological vertical motion profiles, because they are the
most continuous and accurate data available on climatological timescales. We wish to
understand the mean behavior, so we use time-independent boundary conditions from
the climatology values. We simulate the environments and resulting vertical motion from
our top and bottom-heavy boxes in order to answer the following questions:

« Can the top-heaviness differences between our two regions be simulated from the
SST, temperature profile, and horizontal moisture advection profile or do we need
to additionally impose the dynamic mechanism?

 If so, what are the most important thermodynamic factors in determining verti-
cal motion shape and its geographic variability?

« Can we connect the vertical motion shape to the environment using a simple en-
training plume model?

e How can we reconcile the dynamic and stability mechanisms in light of the results
we obtain?

The paper is laid out as follows: In the next section we will discuss the details of
the WTG model that we use and the initial simulations of the two regions. Following
that we will explore the sensitivity of the top-heaviness to different aspects of the ther-
modynamics in order to uncover the most important aspects. After this we will use a
simple model of an entraining plume in order to explain the thermodynamic controls of
vertical motion. Finally we will discuss how the two mechanisms are linked together and
propose a unified mechanism for the control of top-heaviness.
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Figure 3. Map of the surface characteristic variability important to setting the vertical mo-
tion profile shape according to the dynamic and stability mechanism. (a.) map of the SST [K] for
the 10 year ERA5 climatology. (b.) The laplacian of SST of the above plot, areas with negative

values, colored here in red, are areas where the SST pattern will drive convergence [K/ m2].

2 Weak Temperature Gradient Simulations
2.1 WTG parameterization

The WTG approximation, at its most basic, is that horizontal temperature gra-
dients, and thus horizontal temperature advection, can be ignored because they are much



smaller than the other important factors (Sobel et al., 2001). The small Coriolis force

in the tropics means temperature anomalies are quickly redistributed by gravity waves
which leaves horizontally homogeneous temperatures. When there is no horizontal ad-
vection of temperature, vertical advection becomes the primary balance for diabatic heat-
ing which makes the WTG approximation incredibly useful as a simplifying assumption
to the virtual potential temperature budget equation:

aev
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+ 7V, = Q. (1)

In this equation, 6, is the virtual potential temperature, ¥’ is the 3D wind veloc-
ity vector, and Q is the diabatic heating. We simplify by first neglecting the horizontal
advection term using the WTG approximation. We also assume the time tendency is zero
because we are considering the mean behavior. This makes the new virtual potential tem-
perature equation:
00,

Wt =Q. (2)

The vertical motion is an important aspect of the diabatic heating, which makes
forecasting in the tropics a tricky affair without something like our small domain cloud
resolving model (CRM) which simulates the diabatic heating. We use the virtual poten-
tial temperature change that results from this heating to calculate the WTG vertical mo-
tion. Specifically, we replace the diabatic heating in the above equation with the differ-
ence in virtual potential temperature between the model domain mean, 6,,, and the pre-
scribed profile, #2, divided by a characteristic relaxation time scale 7. The prescribed
virtual potential temperature profile is taken from a special simulation which is discussed
in more detail in the next section. We then solve for the vertical motion, giving us our
WTG velocity equation:

7 -0,
Wwre = 56, 702)" )

The model advects virtual potential temperature and moisture vertically according to
this WTG vertical velocity, driving the model evolution towards equilibrium.

We use a particular implementation of the WT'G parameterization, called spectral
WTG (SWTG), that decomposes the vertical motion into a series of vertical modes and
their amplitudes. Each of these modes individually redistribute anomalies at a charac-
teristic time-scale determined by the mode. The virtual potential temperature anomaly
that each mode relaxes to is found by projecting the total virtual potential temperature
anomaly onto the mode. Putting this together, the SWTG velocity is found using:

7, - o Q,

Wswra :Z<Tj(agv/52)v j> <Qj"Qj>- (4)

Where 7; is the mode specific relaxation time, §2; are the vertical modes, and () indi-
cates a mass-weighted column integral. This method of parameterizing the vertical ve-
locity is more realistic and provides better results with fewer assumptions than earlier
implementations (Herman & Raymond, 2014). The mode specific relaxation time-scale
is found using the following equation:

7 =Ti(cnfcr) " (5)

In this equation, ¢, is the wave speed of the specific mode, ¢; is the wave speed of the
first mode, and 77 is the relaxation time-scale of the first mode, which is set as a param-
eter of the model.



2.2 Horizontal Moisture Advection

We still have to consider the horizontal transport of moisture in and out of the do-
main, even though the horizontal advection of temperature is negligible. There are four
methods of moisture transport that have been used in previous WTG simulations: mois-
ture relaxation (Sobel et al., 2007), lateral moisture entrainment (Raymond & Zeng, 2005),
moisture ventilation (Raymond & Fuchs-Stone, 2021) and imposed moisture advection
(Sobel & Bretherton, 2000; Wang et al., 2016). The first three of these methods repre-
sent aspects of horizontal moisture transport that are locally forced. However, a consid-
erable amount of horizontal moisture transport can be driven by non-local processes which
are outside of the scope of our model (see Appendix A of Wang et al. (2016)).

Because of the potential for one of the other parameterizations to miss important
non-local variability, we choose to use the fourth method and impose the profile of hor-
izontal advection from the reanalysis. The horizontal moisture advection is calculated
using

Qqhadv = _’U_;L : qu7 (6)

where ¢, is the specific humidity, v;, are the horizontal winds, and Qgxqadv is the hori-
zontal moisture advection.

The horizontal moisture advection can influence the vertical motion profile and the
balance between moisture and vertical motion (Sessions et al., 2016; Wang & Sobel, 2012).
The methods other than imposing the observed horizontal moisture advection are attempts
to parameterize important aspects, and ultimately capture, the horizontal moisture ad-
vection. Imposing the horizontal moisture advection that existed in balance with the ver-
tical motion is the simplest way to achieve our goal of recreating the environment in or-
der to simulate the vertical motion profile. We also do not have to worry about impos-
ing a large-scale moisture profile that corresponds to what is occurring in adjacent columns
to the area of interest.

2.3 Model setup

We generate our simulations in essentially the same way as Wang et al. (2016) with
the modification that our boundary conditions are time-invariant and we run to a steady
state, instead of simulating a discrete time-series. The WRF model (version 3.5.1) (Skamarock
et al., 2008) is used as the basis for our WTG model. The model has a lower bound of
the mean SST, doubly periodic lateral boundary conditions, and an implicit damping
scheme is used as the upper boundary condition (Klemp et al., 2008). We use a domain
size of 64kmx64kmx23km with a grid size of 1 km. We use 60 stretched vertical lev-
els with 10 levels in the first kilometer. The WTG relaxation time scale that we use for
the first mode is 1 hour.

In addition to the large-scale temperature, which is integral to the WTG param-
eterization, we also impose the large-scale profile of horizontal winds and relax the do-
main average wind profiles towards the large-scale winds, with a relaxation time of 1 h.
The parameterization of the microphysics is done using the Morrison two-moment scheme
(Morrison et al., 2009). The parameterization of the interactive radiation using the RRTMG
long-wave scheme and the Goddard shortwave scheme (Tacono et al., 2008) with a con-
stant solar insolation of 370w/m? (Chou & Suarez, 1999; Matsui et al., 2007; Shi et al.,
2010). We parameterize subgrid scale eddies using the three-dimensional Smagorinsky
first-order closure scheme and an implicit vertical diffusion scheme is used to ensure nu-
merical conservation of moisture. Everything else that we have not mentioned is kept
the same as Wang et al. (2016).

The SWTG parameterization calculates the vertical velocity profiles as a function
of the large-scale temperature profile. Due to the mismatch between real-world physics
and the model physics, we cannot compare the profiles of temperature directly to each



other. We solve this issue by using a model analogue for the large-scale temperature in-
stead of using the reanalysis temperature profile. Many previous WTG simulations, es-
pecially simulations of steady states, have used radiative convective equilibrium (RCE)
states as the primary source of the environmental temperature profiles (Raymond & Ses-
sions, 2007; Wang et al., 2013; Daleu et al., 2015; Anber et al., 2015). However, the pres-
ence of large-scale vertical motion alters that temperature profile relative to RCE (Singh
et al., 2019a). To fix this problem, instead of running the model under RCE conditions,
we run the model with the vertical motion from reanalysis in place of the WTG param-
eterization and recover the large-scale temperature profile that is in balance with this
vertical motion profile. This is similar to the methods used by Edman and Romps (2015)
and Wang et al. (2016).

We call these simulations the driven equilibrium (DE) simulations, because we al-
low the observed advection to drive our model to an equilibrium that is equivalent to
the reanalysis climatology. There is a discrepancy between the DE temperature profile
and the profile that we want to use caused by the presence of the large-scale vertical mo-
tion. This can be seen if we rewrite the WTG velocity equation as

00,
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The DE simulation outputs 6, and we wish to use % in our simulations. We solve for

6% using the above equation and use it in the SWTG simulations as the large-scale tem-
perature profile. The temperature correction that we add is small and dependent upon
the timescale that is used.

In addition to the temperature profile, we also take the moisture and radiative heat-
ing profile from the DE simulations. We use the moisture profile to initialize the model
and we use the radiative heating profile instead of interactively simulating it, which helps
to avoid dry equilibrium cases (Sessions et al., 2016).

2.4 Model Validation

We first validate that our configuration of the model is able to simulate mean ver-
tical motion profiles. We recreate the original DYNAMO simulations from Wang et al.
(2016), which are shown in figure (8), with the version (1) data from the northern sound-
ing array (Johnson & Ciesielski, 2013; Ciesielski et al., 2014). To validate that our model
setup performs similarly, we also run simulations where we remove the time-dependence
from the model input and replace it with its average. Some details and results of the DY-
NAMO validation simulation along with the later simulations are found in tables 1 and
2. The first table shows the base simulation along with the source of the SST, radiative
heating profile, temperature profile, and moisture advection profile. The first three sim-
ulations in the list are the DYNAMO validation simulations and the other two groups
of simulations are of the top and bottom-heavy boxes and will be discussed later. The
second table shows the precipitation, top-heaviness angle, surface latent heat flux, col-
umn integrated radiative heating, and SF. We found that the time-independent bound-
ary conditions are able to generate vertical motion profiles that are similar to the time-
dependent simulations and to the observations. This gives us confidence that the model
is able to produce the long-term mean vertical motion from a mean thermodynamic en-
vironment.

We next test that our model produces the vertical motion shape response to the
large-scale temperature anomalies that is the basis for the stability mechanism (Raymond
& Sessions, 2007; Sessions et al., 2015). We test this by adding two temperature pertur-
bations, which we have taken from the previous research, to the large-scale temperature
profile and simulating vertical motion profile response. The results, which can be seen
in figure (7) and will be discussed later, show that when we apply a stabilizing temper-
ature anomaly, the vertical motion transitions from top heavy/neutral to bottom heavy.



The reverse occurs when we apply a destabilizing temperature anomaly; this leads to a
stratiform vertical motion profile that is extremely top heavy. We used an interactive
radiation scheme in these simulations and an imposed radiative heating profile for the
rest of the simulations in this paper, however this choice should not be impactful because
the choice has been shown to be unimportant to the stability mechanism (Sessions et al.,

2016).

The model displays the correct vertical motion response to the temperature anomaly,
but the response of the moisture profile is not consistent with what has previously been
seen in Raymond and Sessions (2007), Sessions et al. (2015), and Senti¢ et al. (2015).

In their work, they saw a correlation between the stability and column moisture, with
greater stability leading to greater column moisture. While we do see a moisture pro-
file response for all three profiles (figure 7c), they have nearly identical column moisture.

We discuss the reasons for this further in section (7).

Base SWTG Radiation SST Stability Moisture Advection
Simulation source source source source

1. DYNAMO interactive average time-independent | time-independent
2. DYNAMO interactive average stable time-independent
3. DYNAMO interactive average unstable time-independent
4. Top-Heavy top-heavy top-heavy top-heavy top-heavy

5. Top-Heavy top-heavy bottom-heavy | top-heavy top-heavy

6. Top-Heavy top-heavy top-heavy bottom-heavy top-heavy

7. Top-Heavy top-heavy top-heavy top-heavy bottom-heavy

8. Top-Heavy bottom-heavy | top-heavy top-heavy top-heavy

9. Bottom-Heavy
10. Bottom-Heavy
11. Bottom-Heavy
12. Bottom-Heavy
13. Bottom-Heavy
Table 1.

bottom-heavy
bottom-heavy
bottom-heavy
bottom-heavy
top-heavy

bottom-heavy
top-heavy

bottom-heavy
bottom-heavy
bottom-heavy

bottom-heavy
bottom-heavy
top-heavy

bottom-heavy
bottom-heavy

bottom-heavy
bottom-heavy
bottom-heavy
top-heavy

bottom-heavy

The list of SWTG simulations that were run along with where the data came from

and how it differs between runs. The base simulation is the starting simulation to which changes

are applied. The base simulations include the DYNAMO simulation for the validation tests and

the basic top and bottom-heavy SWTG simulations. The variables that we change are the radia-

tion, SST, dry static stability, and horizontal moisture advection profile.

3 Top/Bottom-heavy simulations

3.1 Reanalysis

We start with a test to see how well we can simulate the vertical motion from the
thermodynamic differences between our two regions. We use the ERA-5 reanalysis as
the source of our climatology data. We utilize data on both pressure levels and single
levels (Hersbach et al., 2019a, 2019b) over the time span of 2007-2017. The top and bottom-
heavy boxes that we are studying from Back and Bretherton (2006) have bounds of 5-
7.5 °N 140-160°W for the top-heavy region and 7.5-10°N 120-140°E for the bottom-heavy
region. We construct our long term mean by averaging daily data. The thermodynamic
profiles that we use to run the model are temperature, water vapor mixing ratio, hor-
izontal winds, profiles of vertical velocity and horizontal moisture advection. The wa-
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Simulation Rain drH SLH (QR) SF
(mm/day) | (°) | (w/m?) | (w/m?)

1. 8.4 6.1 120.3 -69.2 0.84
2. 14.0 -43.0 150.2 -144.6 0.84
3. 9.3 62.9 99.6 -36.0 0.84
4. 7.8 0.2 143.4 -61.9 0.81
5. 0 153.4 188.8 -64.4 0
6. 29.8 23.4 183.0 -61.6 0.88
7. 5.9 -2.2 151.4 -61.9 0.81
8. 8.9 -6.5 140.7 -80.8 .81
9. 6.1 -46.3 104.9 -80.7 0.83
10. 27.8 24.7 192.0 -80.2 0.89
11. 0 167.4 165.9 -81.2 .04
12. 11.3 -13.4 91.7 -80.6 .86
13. 5.04 -44.9 110.9 -62.14 813

Table 2. The rain, top-heaviness, surface heat fluxes and radiation for the previously listed
SWTG simulations.

ter vapor mixing ratio profiles are only used to generate the horizontal moisture advec-
tion profiles and to initiate the DE simulations.

The horizontal moisture advection that we impose in our simulations is calculated
using a center difference method on pressure levels from daily data, which is then av-
eraged to the 11 year climatology. Both profiles act as drying terms in the moisture bud-
get. However, they have distinct vertical profiles (see figure (4 d). The bottom-heavy box
has almost all of its advection concentrated near the surface. The top-heavy box, mean-
while, has a profile of moisture advection that is fairly consistent through a deeper layer
of the troposphere.

The difference in temperature profiles between the two boxes is shown in figure (4a).
The bottom-heavy box is 2K cooler than the top-heavy box at both the surface and near
the tropopause. The SST in the bottom-heavy box is also around 2K cooler than the top-
heavy box, which is the likely reason for much of the difference in temperature profiles.
The bottom-heavy box has a slightly higher relative humidity in the lower troposphere
where there is more vertical motion. Meanwhile, the top-heavy box has greater relative
humidity in the upper troposphere where it begins to have greater vertical motion. Also
shown in figure (4) are the equivalent temperature and moisture differences that our model
produces, which are discussed in the following section.

3.2 Driven Equilibrium simulations

The driven equilibrium (DE) simulations are our model’s analogue to climatology.
The DE has alternatively been called radiative convective dynamic equilibrium (RCDE)
by Singh et al. (2019a) and radiative convective advective equilibrium (RCAE) by Romps
(2021). Table 3 shows the DE results along with the observation and reanalysis that the
model is trying to replicate. The table shows measures which are important to the en-
ergy budget including the rain rate, the column radiative heating, the surface latent heat
flux, and our newly introduced top-heaviness angle to measure the vertical motion pro-
file shape.

We produce our own estimates of precipitation consistent with the vertical advec-
tion that we are interested in, which allows us to compare the precipitation between dif-
ferent sources and to combat potential biases in the estimates. Taking the column in-
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Figure 4. The large-scale thermodynamic environment used to simulate the vertical motion
shape from reanalysis and DE simulations. (a.) Temperature difference between the bottom-
heavy box and top-heavy box for both reanalysis and the DE simulations. The negative values
show that the top-heavy box is warmer throughout the column. (b.) This shows the RH differ-
ences between the bottom and top-heavy boxes from both reanalysis and the DE simulations.
(c.) Vertical motion profiles, in units of [Pa/s], for our two regions. (d.) Horizontal moisture

advection calculated using daily data for each day in the time span then averaged.

tegrated DSE budget equation along with the WTG assumptions, no storage or horizon-
tal advection of DSE, and assuming that surface sensible heat fluxes are negligible, DSE
storage or horizontal advection allows us solve for precipitation:

P= <w§;> —(Qn) (8)

Here P is the precipitation, s is the DSE, and (Qg) is the column integrated radiative
heating. These precipitation estimates are a useful metric for comparing how close the
models are to each other and to the real world. If a model is accurately representing physics
the estimate of precipitation should match with the observed precipitation. The precip-
itation values that we calculate for each of the data sets and the DE simulations can be
found in table (3).

Figure (4a and b) also shows the differences in temperature and moisture between
the top and bottom-heavy boxes for the DE simulations, along with the reanalysis pro-
files. The DE simulation is able to capture the lower tropospheric temperature differ-
ences well between the two regions. The upper troposphere shows disagreement between
the DE temperature profile and reanalysis, which is most likely caused by the model’s
artificial lid. Overall there is a close match between the temperature profile differences
in reanalysis and our DE simulations.

The moisture differences are much more significant, showing a bottom-heavy box
that is relatively too moist compared to the top-heavy box throughout the column. The
bottom-heavy box has a greater relative humidity than the top-heavy box throughout
a much more significant portion of the atmosphere. This is reflected in the precipitation
rates differences, which can be seen in table (3). The bottom-heavy DE simulation has

—12—



Rain top-heaviness | surface latent column
heat flux radiative heating

(mm/day) ¢ra(°) SLH (W/m?) | (Qr)(W/m?)
DYNAMO (observation) 8.89 9.42 103.0 not available
DE simulation 9.73 N/A 110.7 -68.8
Top-heavy (Reanalysis) 9.63 1.55 131.2 -75.7
DE simulation 8.6 N/A 145.0 -63.0
Bottom-heavy (Reanalysis) 8.29 -24.5 126.5 -89.1
DE simulation 10.6 N/A 110.7 -78.7

Table 3. Data from observation and reanalysis alongside the data from the DE simulations.
Shown are the rain in mm/day, the top-heaviness angle, the surface latent heat flux and column

radiative heating.

greater rain than the top-heavy DE simulation, which is the reverse of what we see in
reanalysis.

We also show variables relating to column energy, surface latent heat flux and ra-
diation, in table (3). The DE simulations capture the relative differences in radiative heat-
ing between the two regions well, with both columns producing less radiative cooling than
reanalysis. The surface latent heat flux differences between the top and bottom-heavy
domain are also similar to reanalysis but the differences are much larger. This surface
heat flux difference explains around half of the column MSE difference implied from the
different rain rates.

The DE simulations match the reanalysis closely enough that our model provides
useful results and we move on to addressing our primary research questions. The impor-
tance of the minor differences between the DE simulation and the reanalysis are beyond
the scope of the current research. Our next step is to simulate the vertical motion pro-
files to see if the WTG parameterization captures the vertical motion differences.

3.3 SWTG top/bottom-heavy simulations

The simulated vertical velocity profiles from the top and bottom-heavy simulations,
presented in figure (5), show that the climatological vertical motion profile shapes, and
importantly, bottom-heavy vertical motion, can be simulated using the thermodynamic
profiles as boundary conditions. Table (1) shows all of the simulations and their param-
eters. The first group are the validation simulations that we ran while the next two groups
of simulations are of the top and bottom-heavy boxes. The first simulation in each of
the top and bottom-heavy lists is the basic simulation, while the next four are the sen-
sitivity simulations that will be discussed later. Table (2) shows the same model output
variables as table (3) with the addition of the saturation fraction (SF), which is the ra-
tio of the column integrated moisture to the column integrated saturation moisture, which
is also known as the column relative humidity (Bretherton et al., 2004). The simulation
of the bottom-heavy box, simulation 9, produced vertical motion with a top-heaviness
angle of —46°, see table (2). The simulation of the top-heavy box, simulation 4, has a
vertical motion profile similar to the reanalysis profile, although not as top heavy, with
an angle of 0° compared to 15° in reanalysis (See table 3 for reanalysis data).

The precipitation rates that the SWTG simulations produce are lower than both
the reanalysis and DE rain rates (table 3). Both simulations have similar deviations from
the reanalysis rain rate which come primarily from differences in the vertical motion pro-
file shape. In the bottom-heavy simulations, the difference between the reanalysis sur-
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Figure 5. Vertical motion profiles simulated in top and bottom-heavy domains show that
the thermodynamic environment alone can determine top-heaviness qualitatively correctly in
simulations. The solid lines are the climatology profiles from ERA5 reanalysis. The dashed lines
are the cases with imposed radiation, where we use the profile of radiative heating from the DE

simulations.

face heat flux and the SWTG surface heat flux explains approximately 1/4 of the pre-
cipitation deviation. We also find the negative correlation between top-heaviness and col-
umn moisture that has been previously used as evidence of the stability mechanism; the
top-heavy box has a lower SF than the bottom-heavy box. Despite this, we do not see
the correlation between the precipitation and top-heaviness which was also used to ev-
idence the stability mechanism (Raymond & Sessions, 2007; Sessions et al., 2015; Ray-
mond et al., 2015; Senti¢ et al., 2015). We explain the reason for this difference further
in section (7).

The ability of the model to simulate both bottom and top-heavy vertical motion
demonstrates that the vertical motion shape is primarily controlled by large-scale ther-
modynamics. This compels us to ask what parts of the thermodynamic environment are
most responsible for the vertical motion shape.

4 Thermodynamic sensitivity tests

We next run sensitivity tests, simulations 5-9 and 10-13, in order to determine which
aspects of the thermodynamics are the most important to vertical motion profile shape.
In each sensitivity simulation, we start with the initial and boundary conditions for ei-
ther the basic top or bottom-heavy simulation domain and switch one of the following
parameters: the large-scale temperature profile from the DE simulation, the moisture
advection profile, the underlying SST, or profiles of radiative heating. This is shown in
table 1 which shows the base SWTG simulation that is modified along with which mod-
ification is made to generate the sensitivity simulation. We then take an average of the
vertical motion from each simulation that has a parameter in common, which gives us
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four profiles of vertical motion from each. We then subtract the profiles from the two
boxes in order to get the effective change caused by the difference between the boxes.

The effect on the vertical motion profile from the differences are shown in figure
(6 A). We pick a parameter and average all of the vertical motion profiles from the sim-
ulations with that parameter and then subtract the top and bottom-heavy profiles. For
example, the temperature sensitivity is found by averaging the simulations with the sta-
bility source labeled top-heavy (simulations 4,5,7,8,11), averaging those labeled bottom-
heavy (simulations 5,9,10,12,13), and finally subtracting them. For the stability sensi-
tivity, we switch the sign of the resulting vertical motion profile so that it represents a
change from the top-heavy box to the bottom-heavy box, so that the sensitivity profiles
represent an increase in stability.

When a simulation enters the dry equilibrium, rather than use the dry equilibrium
vertical motion output in calculations of mean profiles, we use a vertical velocity that
we calculate assuming it balances the radiative cooling. The dry equilibrium becomes
unrealistically dry and the resulting vertical motion may also become non-physical. We
calculate the velocity from the DE simulation temperature by dividing the radiative heat-
ing profile by the DSE stratification at each level.

The four parameters equate to eight additional test sensitivity simulations whose
result can be seen in tables (1 and 2) as simulations 5-8 for the top-heavy cases and 10-
13 for the bottom-heavy ones. There were two cases that entered into the dry equilib-
rium: simulation 10 which is the bottom-heavy box with the top-heavy temperature pro-
file and simulation 5 the top-heavy box with the bottom-heavy SST. Both cases that went
to the dry equilibrium had the lower, bottom-heavy SST and the more unstable, top-
heavy temperature profile. We do not use the vertical motion profiles from these sim-
ulations, since they are non-physical, and instead use the vertical motion profile that is
in balance with the radiative heating profile.

The two largest vertical motion profile changes came from the SST and the sta-
bility difference between our two regions, simulations 6 and 9 respectively. The vertical
motion response from increasing the SST has very little change in vertical motion lower
in the atmosphere and a large increase above the freezing level in the upper troposphere.
The stability on the other hand, increases the vertical motion everywhere it is cooler,
both the upper and lower troposphere. The moisture advection resembles the stability
response with an increase in both the upper and lower troposphere. However the effect
is much smaller than both of the others.

The results show that the radiative heating differences act as a feedback mecha-
nism for vertical motion and convection and not as a primary forcing. The sensitivity
of the vertical motion shape to the profiles of radiation is significantly smaller than ei-
ther the stability or SST sensitivity effects. There is a small increase in the amount of
vertical motion in the lower troposphere and decrease in the upper troposphere. This
means the profile of radiative heating is contributing very slightly to the top-heaviness
differences between the two boxes. The difference in radiative heating between the two
simulated profiles is 10w/m? on average, which is one third the difference in the surface
latent heat fluxes. The vertical velocity that would balance the radiative heating differ-
ences is an order of magnitude smaller than the radiation sensitivity vertical velocity that
is shown in figure (6) so this is not playing a significant role.

The difference due to horizontal moisture advection is also much smaller than the
differences due to the SST and temperature profile. The horizontal advection from the
top-heavy box induces greater vertical motion but does not affect the vertical motion
profile shape much. This can partially be attributed to the differences in the vertical dis-
tribution of the moisture transport, because mid-level moistening is more effective than
low level moistening in invigorating convection (Wang & Sobel, 2012). Another poten-
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tial explanation for the lack of effect is that the column averaged horizontal advection

of moisture is not significantly different between the two imposed profiles. If we were to
choose two boxes with significantly different amounts of horizontal moisture advection,

we might see a larger effect. The distinction between how the vertical motion profile shape
and amplitude are altered by differences in both the vertical structure and the ampli-

tude of horizontal moisture advection should be addressed by future research.

Vertical Motion and Buoyancy Sensitivity
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Figure 6. The average vertical motion shape (panel a) and plume buoyancy response (panels
b and ¢) to thermodynamic variable differences between the top and bottom-heavy simulations.
The vertical motion and plume buoyancy changes are most sensitive to SST and temperature
profile variations and less sensitive to radiation and horizontal moisture advection. The sign of
the stability change profiles have been reversed, which means it represents a change from the
top-heavy to the bottom-heavy variable in question. The other three profiles, SST, radiation, and
lateral moisture advection, represent a change from bottom heavy to top heavy. (b.) The plume
buoyancy sensitivity with the RH differences between the two domains included. (c.) The plume
buoyancy differences calculated using the mean RH profile so that the differences are due only to

temperature differences.

We deduce that the bottom-heavy vertical motion in the Central Eastern Pacific,
from the perspective of the thermodynamics, is due primarily to a combination of higher
stability and lower SST, while the top-heavy vertical motion in the Western Pacific is
due to a combination of high SSTs and low stability. The sensitivity tests with both high
stability and warm SST became extremely top heavy with vigorous convection. This is
consistent with the dynamic mechanism, which predicts that high SST will lead to top-
heavy vertical motion profiles. The fact that the more stable simulations have higher hu-
midity and rainfall is also consistent with the stability mechanism. However, the stabil-
ity mechanism predicts bottom-heavy vertical motion in this case, which is not what we
see in the simulations. Additionally, the dynamic mechanism says that the surface con-
vergence due to SST gradients is essential but it is not explicitly present in our model,
although it may be affecting the temperature profile we input as discussed in section 6.
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5 An Entraining Plume Perspective

To understand how the control of SST and the temperature profile on vertical mo-
tion top-heaviness works, we turn to an entraining plume model. These models have a
rich and storied history in tropical meteorology, and recently have been used to under-
stand column-integrated water-vapor precipitation relationships (Singh & O’Gorman,
2013; Adames et al., 2021; Ahmed & Neelin, 2018; Abbott & Cronin, 2021; Singh et al.,
2019a; Singh & Neogi, 2022), as well as the basis for one of the first convective param-
eterizations (Arakawa & Schubert, 1974). However, they have never been applied to the
shape of the vertical motion profile. Hence this is a novel endeavor in which we believe
that even qualitative relationships are a step forward from the existing knowledge-base.
Our goal in this work is to understand why, from the perspective of a rising parcels buoy-
ancy, more stable temperature profiles lead to more bottom-heavy vertical motion pro-
files. In the following section we will discuss our plume model and what it tells us about
the thermodynamic controls of top-heaviness. Then, we turn to how we can reconcile the
stability mechanism and dynamic mechanism.

DYNAMO WTG simulations
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Figure 7. Figure showing test of stability mechanism using variations of the time-mean DY-
NAMO data and interactive radiation. (a.) The difference in the prescribed SWTG temperature
profile between each simulation and the unaltered DYNAMO simulation, which shows the tem-
perature anomalies that are added to the large-scale temperature profiles in order to (de)stabilize
them. (b.) The resulting vertical motion profiles. (c.) The relative humidity of all three cases.
(d.) The difference in temperature between an entraining plume and the surrounding environ-
ment, which measures the buoyancy that a parcel feels and is related to the vertical motion that

we simulate. The x-axis has been reversed so that the sign better matches the vertical motion.

5.1 Entraining Plume Buoyancy

Following previous work, we use a simple entraining plume model that follows a
parcel leaving the boundary layer. The plume starts its journey with the surface value
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of MSE and begins to rise. After it reaches the lifted condensation level (LCL), it be-
gins to lose MSE due to dry air entrainment according to:

oh

Oz = —e(hp — he) 9)

Here h is the MSE, the p and e denote the parcel and environment respectively.
€ is the rate that environmental air is entrained. We use a constant rate of 0.25 km™!,
because it is simple to analyze and generates buoyancy profiles the most qualitatively
similar to the vertical motion profiles for the several rates that we looked at. This as-
sumption could be refined in various ways beyond the scope of our study. We integrate
this equation from the LCL to the top of the atmosphere in order to calculate the plume
MSE.

We use the difference between the plume MSE and the environmental saturation
MSE to calculate the plume buoyancy profile, which is directly related to the large-scale
vertical velocity as we will discuss shortly. The difference between the plume temper-
ature and the environment temperature is our measure of buoyancy. We calculate the
temperature of the plume, and its difference to the environment, using a Taylor series
approximation of the saturation moisture centered at the environmental temperature:

or

oT (10

hy —hi =cp (T, —Te) + Ly (¢ — q}) = (T, — Te) {cerLv

Iy
T is the air temperature, and q is the specific humidity. ¢, is the specific heat capacity,
L, is the latent heat of vaporization, and the star superscript represents saturated quan-
tities. We calculate the plume buoyancy by solving this equation, at each level, for the
difference in temperature between the plume and the environment.

The plume buoyancy is directly related to the in-cloud vertical motion which is in
turn related to the large-scale vertical motion that we are trying to understand. Tradi-
tionally, buoyancy is thought to accelerate in-cloud updrafts, but recent research has in-
dicated that buoyancy is directly correlated to the in-cloud vertical motion because plumes
rise in a high drag, high friction environment (Romps & Oktem, 2015; Hernandez-Duenas
et al., 2019). This means we can qualitatively use the plume buoyancy profile as a proxy
for the in-cloud vertical velocity.

The connection between the large-scale vertical motion and the in-cloud mass flux
is possible because the large-scale vertical motion is composed of the in-cloud mass flux
along with the between cloud subsidence, and cloud fraction according to:

W =aW, + (1 —a)W, (11)

Here W is the large-scale vertical motion, W, is the in-cloud updraft velocity which we
represent with the plume buoyancy, and Wy is the between cloud subsidence velocity which
is determined by radiative cooling, and « is the cloud fraction.

The in-cloud mass flux changes directly correlate with the large-scale vertical mo-
tion as long as the other changes due to the cloud fraction and subsidence rate changes
are small. The subsidence velocity is not expected to change dramatically, because that
would require a large change in the between cloud radiational cooling rate. Cloud frac-
tion changes could cause in-cloud vertical velocity at each level to not correlate with large-
scale vertical motion, but for the purposes of this work we neglect that effect. Further
refinements to our conceptual model that are beyond the scope of this work could be made
by relating cloud fraction at each level to humidity at that level.

The simulations that validated the WTG model’s representation of the stability
mechanism provide an excellent test case for whether the entraining plume model can
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describe why the more stable case has a more bottom-heavy vertical motion profile, and
we find that it does. The simulations of interest are simulations 1-3, and the only dif-
ference between the three simulations were the temperature anomalies that we added,
shown in Figure (6a), which created large differences in the WTG velocity. We calcu-

late the plume buoyancy for each of these simulations and show these in figure (7 d) along
with the WTG vertical motion, relative humidity, and the temperature anomaly.

The differences between the buoyancy profiles is qualitatively similar to the differ-
ences between the vertical motion profiles. The test case with the stabilizing anomaly,
the orange line in Figure (7), shows a more bottom-heavy vertical motion profile in the
SWTG simulations (figure 7 b.) and the entraining plume buoyancy profile is more bot-
tom heavy than the control case (figure 7 a.). The destabilizing anomaly leads to a more
top-heavy vertical motion profile in the SWTG simulations and the entraining plume has
a more top-heavy buoyancy profile. The simplicity of the model and its assumptions means
we do not expect a close quantitative match, and the closeness of the qualitative match
shows the model works well for our purposes and supports our idea that the plume model
provides a useful explanation of what we observed in the cloud resolving model simu-
lations.

5.2 Sensitivity Results

The entraining plume has shown good qualitative results and captures the stabil-
ity mechanism, so we next turn the model to the sensitivity simulation results to bet-
ter understand the reason for our top-heaviness difference. We calculate the tempera-
ture profiles used in the buoyancy calculations by averaging the domain mean temper-
ature from every simulation with the chosen common parameter. For instance, if we are
interested in the effect of the bottom-heavy temperature we average all of the simula-
tions that used the bottom-heavy temperature profile, which gives us the temperature
profile differences attributable to using the bottom-heavy temperature profile in WTG
simulations. We calculate the moisture profile using the RH from either the basic top
or bottom-heavy simulation along with the temperature profile that we just calculated.
We additionally wish to test the effect of only the temperature differences, so we also cal-
culate the buoyancies using the mean RH from the two basic simulations.

We are further interested in the relative effect between the top and bottom-heavy
box, so we subtract the two cases giving us the effect due to switching a variable. We
select the order of subtraction in order to highlight a particular change. For the stabil-
ity we choose the order so that it represents a change from the top-heavy to bottom-heavy
case and for the rest we choose the order so that it is a change from bottom to top heavy.

Figure (6 b) shows the plume buoyancy difference with the effect of moisture in-
cluded. We have flipped the sign from normal convention so that it aligns with pressure
velocity changes. The two largest buoyancy effects, in line with the vertical motion, are
due to changes in the SST and stability. The qualitative difference between the verti-
cal motion profiles and buoyancy profiles are strikingly similar, with an increased bottom-
heaviness due to stability changes and an increased top-heaviness due to SST changes.
The upper troposphere effects are much more pronounced and exaggerated due to the
SST changes. The other two effects that we test, moisture advection and radiation, seem
to drive a negative buoyancy anomaly that is very small.

When we remove the effects of differing RH profiles between the two boxes, we see
distinct buoyancy changes (figure 6 ¢). The stability creates the largest increase in plume
buoyancy, however the SST shows negative buoyancy changes. The difference between
the two buoyancy effects still resembles the vertical motion profile difference that we see,
more buoyancy near the surface in the stability case and less buoyancy in the upper tro-
posphere, but the profiles are much less similar when moisture is not included.
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The effect of the SST on the buoyancy can only be seen when the RH differences
are included because the WTG parameterization precludes the existence of the temper-
ature profile changes that would be needed in order to change the buoyancy. The sta-
bility sensitivity also became more bottom heavy. This is consistent with the stability
validation results, which showed that the stability changes led to moisture changes which
act to reinforce the buoyancy and therefore top-heaviness differences. When a temper-
ature change instigates a buoyancy change the effect is also moderated by the moisture
and therefore an accurate moisture parameterization is essential to capturing the buoy-
ancy and vertical motion profile that result.

The simple entraining plume model that we have presented here has captured how
aspects of both the stability and dynamic mechanisms operate. Changing the stability
of the atmosphere affects the top-heaviness by changing the buoyancy that plumes feel
as they rise. Higher SSTs drive greater vertical motion by increasing the starting energy
and buoyancy that a plume feels.

Figure (8) shows a visualization of the changes the SST, stability and moisture have
on the buoyancy and thus the vertical motion. The toy model is created by initializing
the environment with a starting temperature and constant lapse rate. The moisture is
then determined by a constant RH value for the boundary layer and the free troposphere.
The temperature and moisture changes are created by increasing the MSE, in the case
of the moisture, and the MSE and saturated MSE, in the case of the temperature, by
2K equivalent, in a small layer lower in the atmosphere. The SST change is accomplished
by increasing the MSE that the plume starts with by 2K.

The moisture increase (see figure 8 a) leads to an increase in the buoyancy above
where the moisture is changed. The temperature increase (see figure 8 b), has two ef-
fects, the first is identical to the moisture increase, because we have increased the tem-
perature while maintaining the RH constant. The second effect is a local decrease in the
buoyancy because the saturated MSE of the environment has increased, which means
the latent energy of the parcel goes into achieving saturation instead of being excess buoy-
ancy. Increasing the SST (see figure 8 c) leads to an increase in the buoyancy through-
out the column.

This toy model demonstrates the basic changes on buoyancy and vertical motion
due to idealized changes in the thermodynamic state. The real atmosphere operates in
a similar, albeit more complicated, fashion and the toy model provides a simplified ex-
planation of a complex system. The toy model shows higher SSTs and more environmen-
tal moisture increases buoyancy and a positive temperature anomaly leads to a negative
buoyancy anomaly. We expect these same relationships to be seen in the real atmosphere,
although the toy model offers no predictions to specifics of the relationship. We now move
on to reconciling our two mechanisms into a more cohesive understanding of what con-
trols climatological top-heaviness.

6 Reconciling the two mechanisms

We have shown that we are able to simulate bottom-heavy vertical motion with-
out the imposition of SST gradients or a surface convergence. The sensitivity simula-
tions and entraining plume model revealed that the most important thermodynamic fac-
tors were the temperature profile and underlying SST. Combining these facts with the
predictive power demonstrated by the dynamic mechanism leads to the natural conclu-
sion that the dynamic mechanism acts through the stability mechanism. This agrees with
prior research by Raymond (2017), who found that the Ekman convergence did not ex-
plain all the variability on daily time scales. In order to join the two mechanisms, we look
at how the dynamic mechanism can interact with the stability mechanism via the tem-
perature profile.
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Figure 8.

ture, or SST have on the buoyancy of an entraining plume. The solid lines show an unmodified
example case and the dashed line shows a modification to either the temperature or moisture.
The panels on the right show the difference in plume buoyancy between the two cases shown on
the left. (a.) The Moisture change is created by increasing the MSE that the plume entrains by

the equivalent of 2K over a small layer lower in the atmosphere. This change results in a small
increase in the buoyancy above the change. (b.) The temperature change shown is also 2K and
is over the same short layer lower in the atmosphere. In addition to the moisture change from
increasing the temperature and holding the RH constant, there is the local decrease in buoyancy

due to the increase in the saturation moisture with the temperature increase. (c.) Increase in the

SST is demonstrated by increasing the initial temperature of the plume by 2K.
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The primary way that the two mechanisms interact is through the dependence of
the temperature profile, and thus stability, on the SST. Because of the large Rossby ra-
dius of deformation in the tropics, the temperature profile above the boundary layer is
constantly relaxing towards the tropical mean due to the effects of gravity wave prop-
agation. For there to be differences in the temperature profile on climatological scales
there must be a consistent source of heating difference that is strong enough to coun-
teract the effects of gravity wave propagation. SST differences are the largest source of
heating difference, which influence the levels closest to the surface the most. The sta-
bility of the temperature profile can be simplified by describing it as the slope of the lapse
rate between the surface and mid-levels. The mid-level temperature gradients are neg-
ligible and the surface temperature variations are predominantly determined by the lo-
cal SST, so the variance of the temperature profile is controlled by the underlying SST.
This can be seen in the temperature differences in figure (4), which shows a more sta-
ble temperature profile over the cooler SST of the bottom-heavy box.

Next we check the relationship between the stability and SST in our two boxes more
broadly. To do this, we utilize the instability index (II) as our measure of stability of the
temperature profile and stability. The II has been used previously during research of the
stability mechanism and is defined as the difference of the mean saturation moist static
entropy between the lower troposphere, defined from 1 to 3 km, and the middle tropo-
sphere, defined from 5 to 7 km (Raymond et al., 2015; Sessions et al., 2019). We plot
the mean II and SST for every month that comprises our climatology in figure 9, where
smaller values for the II correspond to more stable profiles. Each marker is shaped ac-
cording to which box it is from and is colored according to the top-heaviness angle color
map in figure (1) to show their combined relationship with the monthly top-heaviness
angle.

There is a general correlation of higher SSTs, less stable temperature profiles, and
top-heavier vertical motion. These trends are strongly dominated by both the behav-
ior within top-heavy boxes along with the relative differences between the two boxes. The
correlations between SST and stability as well as between SST and top-heaviness are miss-
ing from the bottom-heavy box. However, for each group of SSTs, an increase in the II
corresponds to an increase in the top heaviness. The general trend shows that the sta-
bility predicts the top-heaviness and in the top-heavy box the stability, and thus the top-
heaviness, is predicted by the SST. Something else appears to be controlling the stabil-
ity and the top-heaviness in the bottom-heavy box.

We hypothesize that the stability in the bottom-heavy box is influenced by the gra-
dients of SST that are central to the dynamic mechanism’s successful prediction of bottom-
heavy vertical motion. This process is shown in figure 10. The mechanism initially acts
as before: SST gradients imprint on the boundary layer creating bent isobars which act
in conjunction with surface friction to drive a surface convergence and vertical motion.
This vertical motion, because it is driven by SST gradients and not diabatic heating, leads
to a relatively cooler temperature over the same magnitude SST with no gradient. Singh
et al. (2019b) showed that increasing vertical motion led to lower temperatures in a CRM
and a bulk plume model. The dynamic mechanism appears to exert its control over the
top-heaviness through the stability mechanism and the thermodynamics.

Using the entraining plume framework and reconciling the two mechanisms gives
us a description of the controls over the vertical motion profile shape. Starting with the
temperature profile without additional context, the increased stability in the Central-
Eastern Pacific, characterized by a lower lapse rate, leads to bottom-heavy vertical mo-
tion because it increases the plume buoyancy near the surface which increases the ver-
tical motion. The lower local magnitude of the SST in the central Eastern Pacific leads
to less plume buoyancy and vertical motion relative to the Western Pacific. The rela-
tive difference in the SST is important to the stability differences between the two re-
gions because the mid-level temperature across the tropics varies less compared to the
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Figure 9. Comparison of the relationship between the stability and SST in each of our two
regions and how these relate to vertical motion shape changes. Scatter plot of the II (a measure
of temperature stratification) and SST from ERAS5 climatology data. Each point is a monthly
mean from the climatology that we use to simulate the East and West Pacific. The East and
West Pacific are differentiated with different markers. Each point is colored according to the

top-heaviness angle from that month. The legend for top-heaviness angle can be found in figure

(1).
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Figure 10. Schematic of how we hypothesize the dynamic mechanism influences the stability
mechanism by changing the stability. (a.) The SST gradients in association with friction drive
the convergent winds. The mass-continuity associated vertical motion leads to a climatological
temperature profile that is cooler than it would be without convergent winds. The vertical mo-
tion that is imposed by the SST gradients and friction lead to a temperature profile that is more
stable. (b.) The temperature profiles for the case with SST gradients and without are shown. (c.)

The schematic showing the case of no SST gradients.

surface temperature, which leads to the atmosphere over the warmer SSTs in the West-

ern Pacific to be less stable. Finally, we posit that the SST gradients in the Central-Eastern
Pacific, and their associated near surface vertical motion, act to cool and stabilize the
temperature profile beyond what the SST alone would lead to, which also contributes

to vertical motion that is more bottom heavy.

7 Horizontal Advection and MQE

A key result in the establishment of the stability mechanism, and the related pro-
cess of moisture quasi-equilibrium (MQE), is the relationship between column moisture,
dry static stability, and top-heaviness (Gjorgjievska & Raymond, 2014; Senti¢ et al., 2015;
Sessions et al., 2015, 2019). These research efforts demonstrate that the stability, col-
umn moisture, and vertical motion are related to each other due to MQE. The simula-
tions we ran for validation, for our comparison of the two boxes, and in the reanalysis
data of the two boxes do not show a relationship between the top-heaviness and column
moisture. We hypothesize that the lack of correlation is due to how the horizontal mois-
ture advection occurs in each context and it highlights the importance of horizontal mois-
ture advection to the behavior of MQE.

The descriptions of the stability-moisture relationship have used vertical motion
to explain the mediation, and specifically the horizontal moisture advection due to the
divergence field associated with the vertical motion. Wang et al. (2016) showed that, dur-
ing the DYNAMO campaign, the observed horizontal moisture advection could not be
adequately captured by the local divergence field. The lateral entrainment scheme mod-
els the moisture advection due to the local divergence field and so Wang et al. (2016)
chose to instead parameterize moisture advection by imposing the profile from observa-
tion. We similarly choose to impose the profile of moisture advection instead of using
a lateral entrainment scheme which differentiates our simulations from those previous
which showed the stability moisture relationship.

We hypothesize that the stability moisture relationship is not present in our sim-
ulations because we imposed the horizontal moisture advection, which eliminates an im-

—24—



portant additional feedback to moisture from the horizontal moisture advection. The sta-
bility mechanism, and MQE, describe the relationship between stability and moisture

as being moderated by the vertical motion and the net MSE import or export (Raymond
et al., 2015). The relationship between column moisture and vertical motion shape is de-
pendent upon strong feedbacks between them, which can be disrupted, for example, by

a strong non-local source of horizontal moisture advection dominating variability. Hence,
we expect to see the strength of signal between stability, moisture, and vertical motion
profile shape increase when horizontal advection is dominated by local sources.

8 Conclusion

We have, using a spectral WT'G approximation, simulated the top and bottom-heavy
vertical motion profile shapes from two regions in the Western and Central-Eastern Pa-
cific. Through these simulations we have uncovered that:

« The vertical motion shape differences in our regions of interest are a consequence
primarily of the temperature profile and SST differences.

e A simple entraining plume model captures the thermodynamic and the control of
the stability mechanism over the top-heaviness of vertical motion.

e The dynamic mechanism likely acts through the stability mechanism, allowing us
to reconcile our two mechanisms.

« The correlation between dry static stability and column water vapor in the sta-
bility mechanism requires the horizontal moisture advection be primarily deter-
mined by local divergence.

We have shown that the most important differences to the top-heaviness between
our two boxes are the large-scale temperature profile and the SST. The bottom-heavy
vertical motion in the Eastern Pacific is due to a combination of its relatively low SST
and high dry static stability, while the top-heavy vertical motion in the Western Pacific
can be attributed to its higher SST and its less stable temperature profile.

The two explanations for the controls of top-heaviness, the dynamic mechanism and
stability mechanisms, can be reconciled by the dynamic mechanism controlling the top-
heaviness through its influence over the stability mechanism. The SST distribution, which
lies at the heart of the dynamic mechanism explanation, imparts its control over verti-
cal motion through its influence on the local dry static stability. The magnitude of the
local SST sets the local temperature near the surface and that temperature control de-
creases with height, due to the lack of rotation. The column with the greater SST cools
more quickly with height to reach the same temperature in the mid-levels, which leads
to a greater lapse rate and more unstable atmosphere. However, we showed that this does
not explain the month-to-month stability differences that we observe in the central East-
ern Pacific. We hypothesize that the surface convergence due to SST gradient acts to
cool and stabilize the atmosphere, which also leads to an increase in the bottom-heaviness
of vertical motion. We argue that the month-to-month stability variations in the Central-
Eastern Pacific are caused by cooling attributed to SST gradient driven surface conver-
gence.

We have also shown that the qualitative vertical motion changes can be captured
by the simple model of an entraining plume. The stability validation simulations showed
that the differences between the simulated WTG vertical motion profiles looked qual-
itatively similar to the plume buoyancy differences that were calculated from the sim-
ulated moisture and temperature profiles. Applying a temperature anomaly led to both
vertical motion and moisture profile changes. Additionally, the buoyancy differences in-
duced by changing the SST were primarily due to moisture profile differences and not
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temperature profile differences. This highlights the need to understand the profile of mois-
ture and how it interacts with the top-heaviness of vertical motion.

We have also shown the strength of the relationship between stability and column
water vapor depends upon the horizontal advection being forced by the local vertical ve-
locity and moisture. When considered narrowly this indicates that the large difference
in top-heaviness between our two boxes occurring without large column moisture and
precipitation differences is attributed to the differences in the moisture of the surround-
ing environment. On a broader scale, this means that the stability-moisture relationship
from MQE and the stability mechanism can be reduced and disappear if the non-local
processes drive counter horizontal moisture advective variations. Larger storms in higher
vorticity environments, such as the storms undergoing cyclogenesis from Gjorgjievska
and Raymond (2014), are expected to strongly exhibit MQE as previously described. Fu-
ture research is needed to understand where these relations can be safely applied.

The research presented here demonstrates the need to understand the thermody-
namic environment in order to predict the vertical motion profile. The temperature pro-
file plays a key role in moderating the relationship between vertical motion and mois-
ture, and the SST distribution enforces vertical motion changes through the tempera-
ture profile. We can apply this newly gained understanding to tropical forecasting and
modeling efforts in order to diagnose and fix our representations of the important pro-
cesses.

Open Research Section

ERAD reanalysis data was obtained from the Copernicus Data Store (CDS) for both
the data on pressure levels (Hersbach et al., 2019a) and single levels (Hersbach et al.,
2019b) on June 30, 2020. The simulation outputs and and scripts used to produce the
figures are published and available at https://github.com/mbernard3605/Bernardez
_JAMES data/ (Bernardez, 2022). See the README for instructions on how to use the
scripts and detailed explanations of each of the files. We used WRF (v3.5.1) (Skamarock
et al., 2008) and the WTG parameterization is described in detail in (Wang et al., 2016)
and the authors of that paper should be approached for their parameterization.
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