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Abstract27

Surface waves on Earth’s magnetopause have a controlling effect upon global magneto-28

spheric dynamics. Since spacecraft provide sparse in situ observation points, remote sens-29

ing these modes using ground-based instruments in the polar regions is desirable. How-30

ever, many open conceptual questions on the expected signatures remain. Therefore, we31

provide predictions of key qualitative features expected in auroral, ionospheric, and ground32

magnetic observations through both magnetohydrodynamic theory and a global coupled33

magnetosphere-ionosphere simulation of a magnetopause surface eigenmode. These show34

monochromatic oscillatory field-aligned currents, due to both the surface mode and its35

non-resonant Alfvén coupling, are present throughout the magnetosphere. The currents36

peak in amplitude at the equatorward edge of the magnetopause boundary layer, not the37

open-closed boundary as previously thought. They also exhibit slow poleward phase mo-38

tion rather than being purely evanescent. We suggest the upward field-aligned current39

perturbations may result in periodic auroral brightenings. In the ionosphere, convection40

vortices circulate the poleward moving field-aligned current structures. Finally, surface41

mode signals are predicted in the ground magnetic field, with ionospheric Hall currents42

rotating perturbations by approximately (but not exactly) 90◦ compared to the mag-43

netosphere. Thus typical dayside magnetopause surface modes should be strongest in44

the East-West ground magnetic field component. Overall, all ground-based signatures45

of the magnetopause surface mode are predicted to have the same frequency across L-46

shells, amplitudes that maximise near the magnetopause’s equatorward edge, and larger47

latitudinal scales than for field line resonance. Implications in terms of ionospheric Joule48

heating and geomagnetically induced currents are discussed.49

Plain Language Summary50

Waves on the boundary of the magnetosphere, the magnetic shield established by51

the interplay of the solar wind with Earth’s magnetic field, play a controlling role on en-52

ergy flow into our space environment. While these waves can be observed as they pass53

over satellites in orbit, due to the small number of suitable satellites available it would54

be beneficial to be able to detect these waves from the surface of the Earth with instru-55

ments that measure the northern/southern lights, motion of the top of our atmosphere,56

or magnetic field on the ground. However, we do not currently understand what the signs57

of these waves should look like in such instruments. In this paper we develop theory and58
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use computer simulations of these boundary waves to predict key features one might ex-59

pect to measure from the ground. Based on these predictions, we also discuss how the60

waves might contribute to the hazards of space weather.61

1 Introduction62

The interaction between the solar wind and Earth’s magnetosphere results in a zoo63

of dynamical plasma waves. Those with wavelengths comparable to the size of the mag-64

netosphere are well described by magnetohydrodynamics (MHD) and due to their cor-65

responding frequencies, ∼ 0.1–100mHz (Jacobs et al., 1964), are known as ultra-low fre-66

quency (ULF) waves. ULF waves play important roles in space weather processes such67

as substorms (e.g. Kepko & Kivelson, 1999), wave-wave (e.g. Li et al., 2011) and wave-68

particle (e.g. Turner et al., 2012) interactions, magnetosphere-ionosphere (MI) coupling69

(e.g. Keling, 2009), and geomagnetically induced currents (e.g. Heyns et al., 2021). In70

addition to familiar Alfvén and fast/slow magnetosonic body MHD waves (those which71

may freely propagate through plasma volumes), sharp discontinuities separating regions72

with different physical parameters, such as the magnetopause and plasmapause, allow73

for collective modes – surface waves (Kruskal & Schwartzschild, 1954; Goedbloed, 1971;74

Chen & Hasegawa, 1974). Surface modes lead to mass, momentum, and energy trans-75

port across the boundary, consequently manifesting a controlling effect on global mag-76

netospheric wave dynamics (e.g. Kivelson & Chen, 1995). As with the body waves, the-77

ory behind surface waves has largely been developed in simplified box model magneto-78

spheres, typically with homogeneous half-spaces. Within these the surface mode is in-79

herently compressional, being described by two evanescent fast magnetosonic waves (one80

in each half-space such that perturbations decay with distance from the boundary) that81

are joined by boundary conditions that ensure pressure balance and continuity of nor-82

mal displacement across the interface (Pu & Kivelson, 1983; Plaschke & Glassmeier, 2011).83

On each side the magnetosonic relation84

k2n = −k2⊥ − k2∥ +
ω4

ω2v2A + c2s

(
ω2 − k2∥v

2
A

) (1)

thus holds, where n represents the direction normal to the discontinuity, and vA and cs85

are the Alfvén and sound speeds respectively (see Notation). Under incompressibility,86

the last term of equation 1 may be neglected and the normal wavenumber is imaginary.87
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In contrast, if this assumption is not valid or if waves are damped/unstable then kn may88

be complex, exhibiting both evanescence and normal phase motion (Pu & Kivelson, 1983;89

Archer et al., 2021, hereafter A21). The dispersion relation for incompressible surface90

waves in a box model can be analytically solved. Applied to the magnetopause, for zero91

magnetic shear across boundary (equivalent to northward interplanetary magnetic field;92

IMF) and no background flows, it is (Plaschke & Glassmeier, 2011)93

ω = k∥

√
B2

msp +B2
msh

µ0 (ρmsp + ρmsh)
≈ k∥

Bmsp√
µ0ρmsh

(2)

where msp refers to the magnetosphere and msh the magnetosheath. The boundary con-94

ditions of closed magnetic field lines at the northern and southern ionospheres impose95

quantised wavelengths along the field (Chen & Hasegawa, 1974), forming an eigenmode96

of the system. On the dayside, where magnetosheath flows are smaller, this magnetopause97

surface eigenmode (MSE) is expected to occupy frequencies below 2mHz (Plaschke et98

al., 2009; Archer & Plaschke, 2015). Such low eigenfrequencies are a result of the com-99

bination of magnetic fields and densities from both sides of the magnetopause, making100

it the lowest frequency magnetospheric normal mode and highly penetrating. However,101

in the flanks the faster magnetosheath velocities are expected to dictate the wave fre-102

quency (Plaschke & Glassmeier, 2011; O. Kozyreva et al., 2019), rather than the extent103

of the field lines, yielding shorter wavelengths and periods. Chen & Hasegawa (1974) ar-104

gue that surface modes on a boundary of finite thickness might be strongly damped, with105

this being primarily due to mode conversion to Alfvén waves and spatial phase mixing106

within the boundary layer, rather than dissipation in the ionosphere or due to the pres-107

ence of the ionosphere-Earth boundary.108

Magnetopause surface modes may be excited by several driving processes, either109

external or internal to the magnetosphere. External mechanisms include upstream (so-110

lar wind, foreshock, or magnetosheath) pressure variations, which may be either quasi-111

periodic (e.g. Sibeck et al., 1989) or impulsive (e.g. Shue et al., 2009), and the Kelvin-112

Helmholtz instability (KHI) due to velocity shears (e.g. Fairfield et al., 2000). Internal113

processes, such as the drift mirror instability, can generate compressional ULF waves within114

the low- and high-latitude magnetospheric boundary layer (Constantinescu et al., 2009;115

Nykyri et al., 2021), which may also lead to surface wave growth at the magnetopause.116

There has been much evidence of magnetopause surface waves from spacecraft observa-117

tions, particularly in the magnetospheric flanks where KHI-generated waves are thought118
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to be prevalent (e.g. Southwood, 1968; Kavosi & Raeder, 2015). However, only recently119

was MSE, as proposed by Chen & Hasegawa (1974), discovered through multi-spacecraft120

observations on the dayside magnetosphere following impulsive external driving (Archer121

et al., 2019).122

Understanding the fundamental properties and potential impacts of magnetopause123

surface modes within a realistic magnetospheric environment has necessitated the use124

of global MHD simulations (e.g. Claudepierre et al., 2008; Hartinger et al., 2015, hence-125

forth H15). These have revealed surface waves might lead the entire magnetosphere to126

oscillate at the surface mode frequency by coupling to body MHD waves such as Alfvénic127

field line resonance (FLR) or fast magnetosonic waveguide modes (Merkin et al., 2013;128

A21). Confirming such a global system response is challenging with in situ spacecraft129

observations. For any particular event, only a few observation points are available from130

current missions (e.g. Cluster, THEMIS, MMS). Statistical studies are also challenging131

due to the highly variable conditions present throughout geospace, which influence the132

properties of ULF waves (Archer & Plaschke, 2015; Archer et al., 2015). On the other133

hand, ground-based instruments such as all-sky imagers (e.g. Donovan et al., 2006; Rae134

et al., 2012), radar (e.g. Walker et al., 1979; Nishitani et al., 2019), and ground magne-135

tometers (e.g. Mathie et al., 1999; Gjerloev, 2009) provide good coverage of the near-136

Earth signatures of ULF waves. While they offer the possibility of remote sensing the137

magnetopause surface mode, at present this is challenging as we need to understand how138

its energy couples through the intervening regions. The theory behind ionospheric and139

ground effects of ULF waves has focused on the Alfvén mode (e.g. Hughes & Southwood,140

1974, 1976), whereas the surface mode is fundamentally compressional. Several open con-141

ceptual questions about the nature of surface modes in these regions remain. It is also142

difficult to confidently distinguish with ground-based instruments between surface waves,143

either on the magnetopause (Kivelson & Southwood, 1991; Glassmeier, 1992; Glassmeier144

& Heppner, 1992) or low latitude boundary layer (Sibeck, 1990; Lyatsky & Sibeck, 1997),145

and propagating body waves near these boundaries (Tamao, 1964a,b; Araki & Nagano,146

1988; Slinker et al., 1999), especially as surface waves may excite secondary body waves147

(Southwood, 1974; A21).148

It is not clear whether magnetopause surface waves are expected to directly affect149

the ionosphere. Kivelson & Southwood (1988) consider the currents and boundary con-150

ditions associated with MHD waves in a box model. They argue surface waves affect the151
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ionosphere only across the thin transition layer. This work was, however, applied to the152

plasmapause, avoiding the complication with the magnetopause that adjacent magne-153

tosheath field lines do not terminate in the polar cap (O. Kozyreva et al., 2019). Other154

theoretical models have focused on closed field lines Earthward of the boundary, consid-155

ering field-aligned current (FAC) generation due to coupling between the compressional156

and Alfvén modes in an inhomogeneous/curvilinear magnetosphere (Sibeck, 1990; South-157

wood & Kivelson, 1990, 1991). The models all predict FACs communicate (tailward trav-158

elling) magnetopause disturbances to the ionosphere, resulting in so-called travelling con-159

vection vortices (TCVs). These were first inferred from ground magnetometer observa-160

tions (Friis-Christensen et al., 1988) and can also be observed directly through radar ob-161

servations (e.g. Bristow et al., 1995). Discrete auroral emission might also result from162

precipitating electrons which carry these FACs (Greenwald & Walker, 1980). The mod-163

els, however, do not make predictions about the magnetopause surface mode directly.164

In particular, they circumvent the question of how the ionosphere is affected by field lines165

within (and close to) the boundary layer. Furthermore, auroral brightenings and TCVs166

are expected for any magnetospheric process which results in FACs, e.g. field line res-167

onance (Greenwald & Walker, 1980), hence predictions of how to distinguish effects caused168

by surface waves and other mechanisms are required.169

The direct ground magnetic field signatures of surface waves are also poorly un-170

derstood, even during confirmed case studies from in situ spacecraft observations (Archer171

et al., 2019; He et al., 2020). Kivelson & Southwood (1988) suggest the surface mode may172

be screened from the ground due to the thin ionospheric region affected, similar to with173

small wavelength Alfvén modes (Hughes & Southwood, 1976). They conclude the mag-174

netic signal on the ground might be similar to that in the magnetosphere, i.e. not ro-175

tated by ∼ 90◦ as Alfvén waves are (Hughes, 1974; Hughes & Southwood, 1974). How-176

ever, vortical ground magnetic signals are often observed by high-latitude magnetome-177

ter networks, being associated with TCVs (e.g. Glassmeier, 1992; Glassmeier & Hepp-178

ner, 1992; Hwang et al., 2022). This potentially calls the theoretical prediction into ques-179

tion or signals intermediate Alfvén waves may be involved.180

Finally, it is not clear where auroral, ionospheric, and ground magnetic signals of181

magnetopause surface waves should map to. Intuitively one might expect them around182

the open-closed boundary (OCB) of magnetic field lines. O. Kozyreva et al. (2019) sug-183

gest that short-lived quasi-periodic motions of the OCB in auroral keograms and ground184
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magnetic oscillations near the OCB with large latitudinal scales and similar periodic-185

ities across L-shells might distinguish magnetopause surface modes from the Alfvén con-186

tinuum, presenting potential case studies. However, Pc5-6 band (periods ∼ 3–15min)187

oscillations in ground magnetometer data have been shown to peak systematically equa-188

torward of optical and ionospheric proxies for the cusp OCB by 1–3◦ (V. A. Pilipenko189

et al., 2017, 2018; O. Kozyreva et al., 2019). In the absence of conjugate space-based ob-190

servations, conclusions have been mixed over whether these results relate to MSE and191

what the implications are for its excitation efficiency.192

To resolve these open questions, we employ MHD theory and a global MI-coupling193

simulation of MSE. Since MSE are the lowest frequency normal mode of the magneto-194

sphere, they allow us to better understand the direct effects of surface waves on the day-195

side aurorae, ionosphere, and ground magnetic field without the complications of sec-196

ondary coupled wave modes. We aim to detail the physical processes that lead to these197

signatures, yielding specific qualitative predictions that might enable crucial remote-sensing198

observations of magnetopause surface modes in the future.199

2 Box Model Theory200

To gain initial insight, we first consider a box model magnetosphere. These straighten201

the geomagnetic field lines into a uniform field bounded by northern and southern iono-202

spheres (Radoski, 1971; Southwood, 1974).203

2.1 Method204

We use the same model setup as Plaschke & Glassmeier (2011), who derived the205

magnetospheric signatures of incompressible MSE. The model equilibrium consists of two206

uniform half-spaces, the magnetosheath and magnetosphere, separated by the magne-207

topause discontinuity at x = 0. The geomagnetic field is confined to x > 0 and points208

in the z-direction. Thus close to the MI-interface, x is directed equatorward and y is west-209

ward. Plaschke & Glassmeier (2011) showed the currents associated with surface waves210

in a box model are sinusoidal and contained within the infinitesimally thin boundary,211

which we refer to as magnetopause currents. These magnetopause currents have field-212

aligned components, in particular at the MI-interface. Fast magnetosonic waves are not213

expected to have FACs in infinite uniform media, only Alfvén waves lead to these, hence214
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generally fast magnetosonic modes are not expected to couple to the ionosphere. The215

surface mode, however, is unique as a fast mode which supports FACs at the interface216

of the two uniform half-spaces due to the nonuniformity at this location. A complemen-217

tary view considers amplitudes of the different MHD modes through the divergence and218

curl of electric field perturbations δE (Yoshikawa & Itonaga, 1996, 2000), where (∇× δE)∥219

gives the fast/compressional mode and ∇·δE yields the Alfvén/shear mode. Applying220

this to the Plaschke & Glassmeier (2011) analytic solutions reveals that in the two uni-221

form half-spaces the surface wave is purely compressional (∇·δE = 0), whereas inside222

the boundary layer there are non-zero amplitudes for both shear and compressional modes223

(via Gauss’ and Stokes’ theorems respectively).224

Plaschke & Glassmeier (2011) suggested the surface waves’ FACs at the MI-interface225

might close in the ionosphere. We, therefore, extend their model to incorporate a finite226

conductivity thin-shell ionosphere using the electrostatic MI-coupling method (Wolf, 1975;227

Goodman, 1995; Janhunen, 1998; Ridley et al., 2004), valid since surface waves occupy228

such low frequencies (Lotko, 2004). This works by determining the disturbance ionospheric229

potential δψisp through current continuity, which for the northern hemisphere is given230

by231

δjr = ∇⊥ · (Σ · ∇δψisp)⊥

= ∇⊥ ·


 ΣP −ΣH

ΣH ΣP

 · ∇δψisp


= ΣP

(
∂2

∂x2 + ∂2

∂y2

)
δψisp

(3)

where δjr are the vertical currents (pointing radially/upwards) at the MI-interface from232

Plaschke & Glassmeier (2011), and Σ denotes the height-integrated conductivity ten-233

sor consisting of Pedersen (P) and Hall (H) conductances, both assumed to be uniform.234

Equation 3 is solved numerically using the 2D Laplacian’s Green’s function235

δψisp (x, y) =

¨
dx′dy′

δjr (x
′, y′)

ΣP

ln
(√

(x− x′)2 + (y − y′)2
)

2π
(4)

from which the ionospheric electric field and currents are determined. Finally, magnetic236

field perturbations at some location r are calculated using the Biot-Savart law237

δB (r) =
µ0

4π

˚
d3r′

δj (r′)× (r− r′)

|(r− r′)|3
(5)
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which can be computed for the magnetopause, Pedersen, and Hall current systems sep-238

arately (Rastätter et al., 2014).239

2.2 Results240

The model used typical dayside field line lengths of 25RE, ionospheric conductances241

ΣP = ΣH = 5S valid for sunlit high-latitude regions, and zero magnetic shear across242

the magnetopause. We present results for one example surface mode, a localised pertur-243

bation with wavelength of 2π/kz = 50RE along the field (fundamental mode) and 2π/ky =244

10RE azimuthally, based on previous simulation results (A21; Archer et al., 2022, here-245

after A22). This is applied to a single time, shown in Figure 1a, since the entire pattern246

will propagate along y. The model size is twice the dimensions of that shown, to mit-247

igate potential edge effects.248

Figure 1a shows the Pedersen currents (purple) provide current closure in the East-249

West direction for the FACs. This is unlike in FLRs where closure is typically North-250

South (e.g. Greenwald & Walker, 1980). While the Pedersen currents are strongest along251

the OCB, due to the finite conductivity they spread out significantly across the ionosphere252

too. Their magnitudes fall off with distance from the OCB, but extend well beyond the253

1.56RE evanescent e-folding scale of the magnetospheric signatures, given by |kx|−1
=254 (

k2y + k2z
)−1/2. Pedersen current patterns result in Hall current vortices (green) surround-255

ing the FAC sources/sinks at the OCB. Their sense of rotation is clockwise for down-256

ward FACs and anticlockwise for upward FACs. Hall current magnitudes decrease with257

distance identically to the Pedersen currents, due to the conductivities used. Since iono-258

spheric velocities are given by the E×B drift, Pedersen currents result in TCVs colo-259

cated with the Hall current vortices but with the opposite sense of rotation. As the back-260

ground magnetic field is uniform in this model, convection speeds also fall off similarly261

with distance from the OCB.262

We now focus on the directions of the horizontal magnetic field perturbations, shown263

in Figure 1a as black arrows above and below the ionosphere. The ground magnetic sig-264

nals exhibit a vortical pattern centred at the midpoint of the FACs. Figure 1b shows the265

relative contributions of different current systems (colours) to the overall horizontal field266

(black). This reveals the field points mainly in the direction of the Hall current contri-267

bution, with magnetopause and Pedersen current magnetic fields largely opposing one268
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another. In the case of an infinite plane Alfvén wave (for vertical background field and269

uniform conductances) the ground magnetic field is entirely dictated by Hall currents270

with FAC and Pedersen contributions cancelling (Hughes, 1974). However, we notice in271

Figure 1b that the total horizontal field is slightly misaligned from the Hall current con-272

tribution, due to magnetopause and Pedersen contributions no longer perfectly cancelling.273

This occurs because, in the case of a surface wave, while the largest contributions to the274

ground field from the Hall and Pedersen currents still arise from above the ground sta-275

tion, the FACs into the ionosphere are confined to the OCB and thus are generally not276

directly overhead. This results in the misalignment growing with distance from the OCB,277

as well as very close to the OCB but on the outer edges of the localised FACs, as can278

be seen in Figure 1b.279

Figure 1a shows that the horizontal field perturbations above and below the iono-280

sphere are rotated from one another, seemingly by right angles. While an exactly 90◦281

rotation would be expected for a plane Alfvén wave here (Hughes & Southwood, 1974;282

Hughes, 1974), Kivelson & Southwood (1988) suggested that no rotation in the field might283

occur sufficiently far from a surface wave. We find this not to be the case for up to the284

∼ 6 e-folding lengths shown. Panel c compares the directions of the ground field (black)285

to those at two altitudes above the ionosphere (greys). From these it is clear this rota-286

tion is not 90◦ and that the rotation angle also depends on altitude. This is because iono-287

spheric Pedersen and Hall currents contribute to the magnetic field above the ionosphere,288

as evidenced by the blue lines which show only the field due to magnetopause currents289

(less sensitive to altitude). The difference between the grey and blue arrows grow with290

distance from the OCB, for similar reasons as to which current systems are closest. Such291

an effect would be less prominent with a plane Alfvén wave since FACs permeate space292

above the ionosphere. Above the ionosphere, the direction of the magnetic field due to293

only magnetopause currents are much closer to 90◦ different from the ground than the294

total field. The discrepancy from a right angle is exactly that due to the non-cancellation295

of magnetopause and Pedersen currents on the ground shown in panel b. This discrep-296

ancy will vary quantitatively with ionospheric conductivity and surface mode wavelength.297

We now consider both horizontal and vertical components of the ground magnetic298

field. The horizontal field magnitudes shown in Figure 1d clearly show an overall decreas-299

ing trend with distance from the OCB (colours). The vertical component has the same300

sense as the FACs into the ionosphere, i.e. reversing direction at y = 0. The vertical301
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component’s magnitude also decreases with distance from the OCB. Close to the OCB302

the vertical component has root mean squared (RMS) values up to ∼ 3 times larger than303

the horizontal component. However, its RMS drops off much more quickly with distance,304

with them becoming equal at x ∼ 0.45RE (kxx ∼ 0.3), hence is largely negligible at305

further distances. The horizontal and total magnetic field magnitudes on the ground have306

RMS values 1.2–2× and 1–1.7× those of the incident/reflected waves, i.e. only includ-307

ing the magnetopause currents (when all current systems are considered above the iono-308

sphere the ratios become ∼ 0.6×). Thus despite infinitesimal latitudinal width of FACs,309

the ionosphere might not screen the surface mode from the ground as suggested by Kivel-310

son & Southwood (1988). The ionospheric screening effect goes as exp (−khisp), where311

hisp is the ionospheric altitude, meaning that the small latitudinal wavenumbers are not312

suppressed. While in the y-direction there is only one wavenumber ky present, in the x-313

direction the delta function in the current has equal Fourier amplitudes at all wavenum-314

bers, thus small total wavenumbers k =
√
k2x + k2y in this superposition may be trans-315

mitted to the ground. This highlights the need when applying the Hughes & Southwood316

(1976) formulae for non-plane waves to use Fourier (or spherical harmonic) decompo-317

sition, rather than simply measures of spatial amplitude extent (cf. Ozeke et al., 2009).318

Finally, we quantify the extent to which each current system controls the total ground319

magnetic field through computing the Coefficient of Determination (see Appendix A).320

Since the pattern propagates, integration in time is equivalent to spatially along y. This321

is performed at each distance x away from the OCB. On average the Hall currents ex-322

plain 92% of the variance in the ground field across all components (further statistics are323

given in Table S1), hence they still exhibit overwhelming control within the model.324

We find that changing wavelengths and ionospheric conductivities in this model lead325

to qualitatively similar results, but leave a full parameterisation to future work. How-326

ever, we briefly discuss the likely effect of introducing a finite boundary thickness, which327

will change the surface magnetopause currents used into volume currents. Figure 1e con-328

siders a linear Alfvén speed variation between the two half-spaces (black) as in Chen &329

Hasegawa (1974), comparing this to the infinitesimal boundary used thus far (grey). South-330

wood & Kivelson (1990) note that in an azimuthally-uniform box model, FAC sources331

in a cold plasma are proportional to the product of: (1) the gradient in squared Alfvén332

speed; and (2) azimuthal derivative of the compressional magnetic field signal. The fig-333

ure shows while in the infinitesimal case term (1) is non-zero coincident with the OCB,334
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for a finite thickness boundary term (1) instead peaks at the inner edge of the magne-335

topause layer due to the high magnetospheric Alfvén speed. This is no longer coincident336

with the OCB, which will be located somewhere within the boundary. Considering term (2),337

outside of the boundary layer the surface mode’s compressions must decay exponentially338

with distance from the magnetopause within the two half-spaces. The sign of the com-339

pressions must also reverse within the boundary layer itself. These two facts necessitate340

that term (2) exhibit peaks near the boundary layer edges (see also Figure 1 of A22).341

Combining both terms suggests surface mode FACs are largest near the inner edge of342

the magnetopause. This conclusion holds within a box model for more complicated tran-343

sitions or if thermal effects are included (Itonaga et al., 2000).344

3 Global Simulation345

We now employ a global coupled MI simulation to better understand magnetopause346

surface modes’ potential auroral, ionospheric, and ground magnetic signatures within a347

more representative environment.348

3.1 Overview349

The Space Weather Modeling Framework (SWMF; Tóth et al., 2005, 2012) is used350

on NASA’s Community Coordinated Modeling Center (CCMC). This includes BATS-351

R-US (Block-Adaptive-Tree-Solarwind-Roe-Upwind-Scheme; Powell et al., 1999) global352

MHD magnetosphere, which is run at high-resolution (1/8–1/16RE in the regions consid-353

ered), coupled to an electrostatic thin-shell ionosphere (Ridley et al., 2004), where the354

same uniform conductances as in section 2 are used. The run, which was previously pre-355

sented by A21 and A22 (based on H15), simulates the magnetospheric response to an356

idealised solar wind pressure pulse under northward IMF. Full setup details are in Ta-357

ble S2.358

Here we summarise salient results from the BATS-R-US simulation. H15 showed,359

following an initial transient response, the pulse excites damped monochromatic com-360

pressional waves near-globally with 1.8mHz frequency. Amplitudes of these waves de-361

cay with distance from the magnetopause, with a phase reversal across the boundary.362

The authors concluded these oscillations could only be explained by MSE. A21 found363

that across most of the dayside, magnetopause displacements showed little azimuthal phase364
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variation. Indeed, the surface waves are stationary between 09–15h Magnetic Local Time365

(MLT), despite non-negligible magnetosheath flows being present. They demonstrated366

this is achieved by the time-averaged Poynting flux inside the magnetosphere surpris-367

ingly pointing towards the subsolar point, balancing advection by the magnetosheath flow368

such that the total wave energy flux is zero. Outside of this region, waves are seeded tail-369

ward at the dayside natural frequency and grow due to KHI. A22 reported the magne-370

tospheric velocity polarisation’s handedness in the stationary region (Earthward of the371

surface mode’s turning point) was also reversed from that typically expected, which was372

found only in the tailward propagating regions. While associated magnetic field polar-373

isations can be reversed by the field geometry near the cusp, Earthward of each field line’s374

apex both polarisations are the same. A consequence of these results is MSE must have375

spatially varying wavenumbers. Across the dayside the system response is large-scale (k⊥ ≪376

k∥) and thus insensitive to the flow. Since fluctuations seeded downtail from the day-377

side have fixed frequency in Earth’s frame, in the flanks this results in the Doppler ef-378

fect (i.e. ω′ = |ω − k · vmsh| ≈ k⊥vmsh due to the significant flow velocities) impos-379

ing shorter wavelengths along the magnetopause of ∼ 10RE. Normal to the magnetopause,380

phase fronts inside the dayside magnetosphere slowly propagate towards the boundary381

(≪ vA). The authors argued this results from the magnetosonic dispersion relation when382

both compressibility and damping of the surface wave are taken into account. Finally,383

the surface mode is shown to couple to MHD body waves where their frequencies match:384

waveguides were found along the equatorial terminator and outer flanks; FLRs were iden-385

tified on the equatorial terminator Earthward of the magnetopause and in the magne-386

totail (A21; A22).387

As in those previous studies, in this paper we focus on the MSE response (times388

t > 15min) neglecting the directly-driven transient activity. Perturbations (represented389

by δ’s) from equilibrium (represented by subscript 0’s) are extracted by subtracting 40min390

LOESS (Cleveland, 1979) filtered data, where outliers were neglected. This removed long-391

term trends well during the period of interest, with spurious values occurring only be-392

fore the arrival of the pulse. For the ionosphere and ground, coordinates employ North-393

ward and Eastward horizontal components as well as the vertical/radial direction. In the394

magnetosphere, an equivalent field-aligned system is used. The field-aligned direction395

B̂0 is the 90min time-average of the LOESS-filtered magnetic field. Other directions are396

obtained as perpendicular projections of the local spherical polar unit vectors (θ̂ for co-397
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latitude and ϕ̂ for azimuth). Specifically, the perpendicular Northward direction is N̂⊥ =398

−
(
θ̂ − B̂0 · θ̂

)
/
∣∣∣θ̂ − B̂0 · θ̂

∣∣∣ and perpendicular Eastward is Ê⊥ =
(
ϕ̂− B̂0 · ϕ̂

)
/
∣∣∣ϕ̂− B̂0 · ϕ̂

∣∣∣.399

All Fourier analysis is computed between t = 15–90min and limited to frequencies 1.0–2.1mHz,400

with results being integrated over this band.401

3.2 Validity402

We must assess the validity of using this simulation to predict auroral, ionospheric,403

and ground magnetic signatures of magnetopause surface modes. This is based on how404

MI-coupling is treated, as outlined in Ridley et al. (2004) and depicted in Figure 2a. Global405

MHD models are not able to simulate down to ionospheric altitudes, e.g. since high Alfvén406

speeds slow down computations, thus magnetospheric boundary conditions are imposed407

on the plasma and fields further out (r = 2.5RE here). This leaves a gap region between408

the magnetosphere inner boundary and the thin-shell ionosphere (110 km altitude) which409

is not simulated. MI-coupling occurs a few grid cells radial of the magnetosphere inner410

boundary (r = 3RE), where FACs are mapped and scaled through the gap region to411

the ionosphere along dipole field lines. This means equatorward of ±55◦ magnetic lati-412

tides there are no gap region FACs, hence we limit all analysis to poleward of 60◦. The413

ionosphere model solves for the electric potential via current continuity with a given con-414

ductance pattern, similarly to section 2, which yields ionospheric electric fields, currents,415

and velocities. The potential is mapped back to the magnetospheric inner boundary, set-416

ting the electric field and velocity there also.417

As highlighted by Kivelson & Southwood (1988) and indicated in Figure 2a, com-418

pressional and shear MHD waves will affect the ionosphere differently due to their dif-419

ferent currents. Shear modes exhibit FACs, hence coupling between the magnetosphere420

and ionosphere will occur, which in simulations will be performed by the current map-421

ping. In contrast, compressional modes have only perpendicular currents and so no cur-422

rent is expected to flow between the magnetosphere and ionosphere. Purely compres-423

sional waves result in no significant ionospheric effects, which will be true in simulations424

also. Therefore, the ionospheric response to incident ULF waves should be reliable.425

Potential issues, however, arise when considering ground magnetic field calculations.426

These are computed by Biot-Savart integration of all current systems: ionospheric Ped-427

ersen and Hall currents; those throughout the magnetosphere domain; and gap region428
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FACs (Yu et al., 2010; Rastätter et al., 2014). Because the MI-interface in simulations429

is much further away than in reality, perpendicular currents at this interface will make430

much smaller contributions than they would otherwise due to the increased distance. FACs,431

on the other hand, are unaffected as they can traverse the gap region. This is illustrated432

in Figure 2a and could affect both types of MHD waves, though likely more acutely for433

compressional modes.434

We first investigate the amplitudes of compressional and shear modes via the curl435

and divergence of the electric field perturbations as before. Due to available model out-436

puts on the CCMC, these are calculated via437

(∇× δE)∥ = − ∂

∂t
δB∥ = iωδB∥ (6)

for the compressional mode, and438

∇ · δE = δ [∇ · (B× v)] = δ [µ0j · v −B ·Ω] (7)

for the shear mode, where Ω = ∇×v is the vorticity. Figure 2b–d shows Fourier wave439

amplitudes, along with their ratio, for a near-equatorial plane (zGSM = 2RE). At the440

magnetopause, the OCB is shown as the black solid line and the magnetopause inner edge441

as the dashed line, which has been manually identified based on the background current,442

Alfvén speed, and velocity polarisation (A22) and fitted to a polynomial with local time.443

The large (e.g. ∼ 1.5RE at noon) boundary width in the simulation is a consequence444

of MHD being unable to resolve small gyroradius scales that dictate the 400–1000 km445

thickness of the real magnetopause (Berchem & Russell, 1982). Panel b demonstrates446

compressional mode amplitudes are generally largest near the magnetopause and decay447

slowly across the magnetosphere with distance from the boundary. Panel c shows shear448

wave amplitudes exhibit strong peaks inside the boundary layer, consistent with Plaschke449

& Glassmeier (2011), both at the inner edge and OCB. Away from these peaks, the am-450

plitude falls off much more quickly than in the compressional mode. However, shear am-451

plitudes remain larger than compressional ones almost throughout the equatorial mag-452

netosphere, as indicated by the ratios in panel d. Since dayside FLR frequencies in the453

simulation are much larger than the observed waves (A22), we conclude the large shear454

amplitudes are due to non-resonant coupling between the compressional and shear modes.455

This occurs due to the inhomogeneous Alfvén speed and curvlinear magnetic geometry456

present (e.g. Radoski, 1971), resulting in a single wave that has mixed properties of both.457
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The same quantities are also shown at r = 3.5RE, near the simulation MI-interface,458

in Figure 2e–g, where these have been projected along dipole field lines to the northern459

hemisphere ground. The OCB is found to occupy a small area around the displayed black460

dot, indicating a mostly closed magnetosphere as has been seen in extended northward461

IMF simulations previously (Song et al., 2000; Zhang et al., 2009). The magnetopause462

inner edge maps to latitudes equatorward of the OCB. Compressional mode amplitudes463

(panel e) are significantly weaker near the MI-interface, in agreement with the expected464

standing structure (Plaschke & Glassmeier, 2011). They appear constrained to regions465

equatorward of the magnetopause inner edge and mostly to the dayside. Shear mode am-466

plitudes (panel f) exhibit strong ridges on both flanks which are well-aligned with the467

inner/equatorward edge of the magnetopause, along which the amplitudes grow with MLT468

away from noon. Isolated peaks also occur equatorward of the inner edge on the termi-469

nator, corresponding to the FLRs identified by A21. Notably no clear peak occurs at the470

OCB. At r = 3.5RE the ratio of the shear to compressional mode amplitudes are even471

greater than at zGSM = 2RE (panel g), indicating again the mixed properties of the472

wave.473

The dominance of shear wave amplitudes over compressive suggests simulation re-474

sults should be reliable. However, it is currents which are more crucial. Therefore, pan-475

els h–m display Fourier amplitudes for the perpendicular and parallel currents (and their476

ratios) at the same locations. Reassuringly the two components have similar patterns477

to the two wave modes. In particular, at r = 3.5RE FACs peak along the magnetopause478

inner/equatorward edge and at the discrete FLRs. While at zGSM = 2RE perpendic-479

ular and parallel currents are generally of similar magnitude, at the MI-interface FACs480

dominate poleward of ∼ 65–70◦ latitudes (though the current ratio is not as large as that481

for mode amplitudes). Consequently, as perpendicular currents are small compared to482

FACs where MI-coupling is performed, Biot-Savart integration will be reliable in esti-483

mating ground magnetic field signals at high latitudes.484

3.3 Optical aurora485

FACs associated with FLR can result in periodic optical auroral forms (Greenwald486

& Walker, 1980; Samson et al., 1996; Milan et al., 2001). Upward FACs at the ionosphere487

are carried by precipitating electrons that may, if sufficiently energetic, cause auroral emis-488

sion, whereas regions of downward FACs appear relatively darker. Given we have demon-489
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strated surface modes also exhibit FACs, it is worth exploring their potential auroral sig-490

natures.491

As shown in panels i and l of Figure 2, oscillatory FACs associated with the sur-492

face mode peak at the inner edge of the magnetopause rather than the OCB. This is dif-493

ficult to intuit theoretically within a realistic magnetosphere (Southwood & Kivelson,494

1991; Itonaga et al., 2000), especially since the simplifying assumption of wave scales be-495

ing smaller than changes in background conditions cannot be made (A22). Nonetheless,496

the result is in agreement with the box model prediction of section 2. Movie S1 (left)497

shows perpendicular velocity perturbations near the magnetospheric equator. While near498

the subsolar point motion is largely normal to the boundary, away from the Sun-Earth499

line vortical structure emerges near the magnetopause, particularly at the flanks. The500

clearest structures have vortex cores Earthward of the OCB, corresponding to the in-501

ner surface mode (Lee et al., 1981; A22). These are associated with significant field-aligned502

vorticity, though this quantity is prevalent throughout the magnetosphere (middle). In503

a uniform plasma only Alfvén waves exhibit parallel vorticity, hence this results from non-504

resonant coupling between the compressional and shear modes. On the dayside magne-505

tosphere, the vorticity exhibits phase structure which has shorter normal scales (∼ 6RE)506

than transverse ones (the entire morning/afternoon sector). There is also slow (≪ vA)507

phase motion towards the boundary. Since all signals’ amplitudes decay with distance508

from the magnetopause inner edge, the vorticity appears to grow as its phase fronts travel509

towards the boundary. These features are very similar to those reported in A21 for the510

compressional magnetic field, explained as the result of surface wave damping. We also511

note these boundary normal wavelengths are much larger than those expected for field512

line resonance, since the large gradients in FLR frequencies (A22) suggest scales < 1RE513

(Southwood & Allan, 1987). In contrast to the dayside, tailward of approximately the514

terminator, transverse wavelengths shorten to ∼ 10RE and phase motion appears pre-515

dominantly tailward. Vorticity magnitudes in the flanks are significantly larger than on516

the dayside due to KHI-amplification and the shorter scales. We note that coupling of517

MSE to body modes, such as waveguides or FLR, has been shown to occur in these re-518

gions (A21), hence care should be taken in interpreting features as purely due to the sur-519

face mode. Finally, FAC patterns (right) are very similar to the vorticity, as expected520

theoretically by Southwood & Kivelson (1991). Thus, magnetopause surface modes may521
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exhibit FACs not just within the boundary, as in simple box models, but throughout the522

magnetosphere.523

Based on these results near the equatorial plane, we expect that FAC structures524

at the MI-interface due to the surface mode consist of large-scale (compared to those of525

Alfvén waves) poleward moving forms on the dayside. Indeed, this can be seen in Movie S2526

(left) which shows the ionospheric FAC input. On the dayside, FAC latitudinal wave-527

lengths are ∼ 10◦ (∼ 1000 km in the ionosphere), larger than expected for FLRs in this528

region. The structures propagate polewards at 1.4◦ min−1 (or equivalently 2.6 km s−1),529

growing in amplitude with their phase motion until they peak at the projection of the530

magnetopause inner/equatorward edge (as demonstrated in Figure 2i). The azimuthal531

extent of these waves is likely a function of the driver, hence solar wind excited surface532

waves like in the simulation should exhibit more extended FACs than those due to most533

foreshock transients (Sibeck et al., 1999) or magnetosheath jets (Archer et al., 2019). In534

the simulation, we find that outside of the 09–15h MLT stationary region FAC structures535

propagate principally towards the tail, forming periodic structure along the projection536

of the boundary’s inner/equatorward edge. While on the dayside structures appear az-537

imuthally stationary, like the surface waves in the magnetosphere, the tailward propa-538

gating behaviour of the eigenmode outside the stationary region causes the FACs to bi-539

furcate at the boundary between the two regimes during their poleward phase motion.540

This results in more complex structure than simply a (spherical) harmonic wave.541

We conclude that magnetopause surface modes may be expected to have optical542

auroral signatures somewhat similar to FLRs. These consist of periodic brightenings with543

latitudinal arc widths of ∼ 5◦ that propagate polewards at slow speeds of ∼ 1–2◦ min−1
544

(∼ 2–4 km s−1). The intensity of these periodic aurorae should amplify with their phase545

motion, peaking not at the OCB as had been thought before (O. Kozyreva et al., 2019),546

but equatorward of it at the projection of the magnetopause inner edge. In our simu-547

lation the OCB and magnetopause inner/equatorward edge are highly separated, about548

∼ 7◦ in latitude at noon. However, this is merely due to the large magnetopause thick-549

ness. We estimate realistic separations between the OCB and magnetopause inner/equatorward550

edge to be ∼ 1–2◦ for the driving conditions considered. This is based on the latitudi-551

nal difference in the simulation of traced footpoint locations from field lines separated552

by the boundary widths reported by Berchem & Russell (1982). Thus dayside auroral553

brightenings associated with surface modes, when visible due to the time of day / sea-554
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son, might consist of poleward moving arcs that intensify towards and peak a few de-555

grees equatorward of an OCB proxy. Further into the flanks, auroral brightenings may556

form clear periodic structure along the projection of the boundary inner/equatorward557

edge, which will principally propagate azimuthally. KHI will likely make these auroral558

features generally stronger on the flanks. The auroral signatures of surface modes might559

be distinguished from FLR by their higher latitude location, lower frequency, and larger560

latitudinal extent. However, we make no claims here on the character, colour, or taxon-561

omy of such potential auroral signatures, since these cannot be easily predicted by MHD562

simulations. It also remains to be seen whether these auroral signals can be extracted563

from background emissions under different activity levels.564

3.4 Ionospheric convection565

Perturbation convection patterns are shown in Figure 3a–d as streamline snapshots566

over approximately half a cycle, and in Movie S2 as animated quivers. These reveal on567

the dayside large-scale convection vortices are present, which circulate the FAC maxima568

(bold lines in Figure 3a–d). Vortices are clockwise for upward currents and anticlock-569

wise for downward, in agreement with section 2. Interestingly, the vortex cores are lo-570

cated at ∼ 09h and ∼ 15h MLT, i.e. the transition between stationary and propagat-571

ing magnetopause surface waves. Like the FACs, dayside vortices have shorter latitudi-572

nal scales than longitudinal. At the lower latitudes considered though, vortices appear573

more spread out in the equatorward direction. This is likely because successive FAC struc-574

tures become weaker towards the equator, making the ionospheric response more like in575

the box model. Since dayside FAC structures move polewards and grow in strength to-576

wards the magnetopause inner/equatorward edge, the convection vortices travel pole-577

wards and exhibit increases in speed up to this point also. Thus poleward-moving se-578

quencies of TCVs on the dayside may be a clear ionospheric signature of MSE. These579

are unlike typically reported isolated / pairs of TCVs associated with the direct impacts580

of solar wind / foreshock pressure pulses or flux transfer events, which exhibit only tail-581

ward motion (Friis-Christensen et al., 1988; Sibeck, 1990), suggesting this phase motion582

could be a potential diagnostic for identifying MSE in ground-based data.583

Figure 3e–f shows Fourier amplitudes of the two ionospheric velocity components.584

Around noon signals are mostly North-South, like the radial motions exhibited in the585

magnetosphere in this sector (A21; A22). Amplitudes peak at the magnetopause inner/equatorward586
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edge, just like the FACs. However, the amplitude of the East-West component increases587

significantly away from noon towards the flanks. This is most evident in panel g, which588

displays polarisation ellipses derived from the Fourier transforms (as outlined in A22).589

Away from noon the ellipses’ orientations rotate away from the North-South direction590

and the magnitude of their ellipticity increases. Ionospheric velocity polarisations show591

consistent handedness with those out in the equatorial magnetosphere (A22), in partic-592

ular a reversal is present either side of the transition between stationary and propagat-593

ing surface waves. Panels h–i indicate phases and propagation directions for the veloc-594

ity components, which are quite different from one another. There is little phase vari-595

ation in the North-South component on the dayside, with only slight poleward phase mo-596

tion in the stationary region. This reflects the large-scale periodic North-South motion597

associated with the surface waves that is clear from Movie S2. In constrast, the East-598

West component exhibits much larger gradients in phase latitudinally across the day-599

side. These differences are due to a combination of the vortices’ larger longitudinal scales600

compared to latitudinal along with the poleward motion of these vortices. Azimuthal phase601

variation is introduced in the tailward propagating regime for both velocity components,602

though is clearest in the North-South direction.603

The finite ionospheric conductivity causes significant spreading out of patterns caused604

by localised FACs. Therefore, in the above we have focused on the dayside as we know605

an FLR is also present at lower latitudes on the terminator. Figure 3e–f shows that at606

the terminator two amplitude peaks on each flank are present in both components. One607

of these is near the magnetopause inner boundary, whereas the other is located near the608

FLR location. There is clearly significant spreading longitudinally of the FLR-related609

amplitude structures, meaning that ionospheric convection patterns in general consist610

of a complex superposition of those due to the surface mode and its coupled FLR(s). Only611

in the vicinity of noon will the ionospheric response be dominated by that purely due612

to the surface mode.613

Figure 4 shows potential ionospheric Doppler radar observations, emulating typ-614

ical range-time plots. These show the time variation of the North-South velocity per-615

turbations with latitude for nearby local times. Figure 4a corresponds to the dayside,616

which clearly shows in each panel periodic oscillations in the ionospheric velocity that617

exhibit poleward phase motion and peak in amplitude near the projection of the mag-618

netopause inner boundary (grey dashed line). Comparing the panels indicates there is619

–20–



manuscript submitted to Journal of Geophysical Research: Space Physics

little phase propagation in MLT since the surface waves are stationary, again unlike typ-620

ical tailward TCVs. Figure 4b corresponds to the flanks, highlighting the increased com-621

plexity of the signal away from noon. Nonetheless, some similar features to the dayside622

are seen. While the amplitude does maximise near the magnetopause inner boundary,623

a secondary amplitude maximum is present at lower latitude associated with the termi-624

nator FLR. All of these patterns in the flank exhibit tailward phase propagation when625

comparing panels.626

3.5 Ground magnetic field627

Ground magnetic field perturbations were computed using the CalcDeltaB post-628

processing tool (Rastätter et al., 2014), performed in SM coordinates due to the idealised629

model setup. We compare these to the magnetic field signals near the MI-interface. Both630

are shown in Movie S3.631

Figure 5a–c show the wave amplitudes and polarisations in the magnetosphere near632

the MI-interface. On the dayside perturbations are predominantly North-South oriented633

and maximise at the magnetopause inner/equatorward edge. In contrast, as shown in634

panels d–f, on the ground the magnetic field is mostly in the East-West direction. The635

movie shows these East-West signals are coherent across most of the dayside, converg-636

ing/diverging from the ionospheric vortex cores at ∼ 09h and ∼ 15h MLT. This is un-637

like toroidal mode Alfvén waves, some of the most intensively studied ULF waves, which638

are aligned mostly North-South on the ground. The Fourier amplitude maps at the MSE639

frequency in Figure 5 for the ground horizontal components resemble those in the mag-640

netosphere for the other component, i.e. that at right angles. Ground signals are of sig-641

nificantly greater amplitude than in the magnetosphere. While this is similar to the box642

model, in the simulation this will partly be due to the scaling of FACs across the gap643

region with B0. Ground magnetic field amplitudes also appear more extended than above644

the ionosphere. This is due to the spreading of currents in the ionosphere by the finite645

conductance, as discussed previously, as well as spatial integration of these ionospheric646

currents (Plaschke et al., 2009). The handedness of wave polarisations above and below647

the ionosphere are largely the same. Notable differences occur at the lowest latitudes shown,648

where the ground magnetic field is less reliable. Generally we see the ground magnetic649

field has greater ellipticity than in the magnetosphere, likely due to finite ionospheric con-650

ductance spreading out the currents’ vortical patterns.651
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The time-averaged rotation angle from the magnetosphere to the ground was cal-652

culated for each point using the Fourier method outlined in Appendix B. Over the re-653

gion depicted, this had a mean and standard deviation of 89±21◦. Note the magnetic654

field near the MI-interface does not include contributions from ionospheric Pedersen and655

Hall currents, hence is associated with the incident/reflected waves only. We find in agree-656

ment with the box model that the ionosphere rotates surface wave magnetic fields by close657

to 90◦, though significant spread in this angle occurs. Unlike in section 2, however, we658

found no systematic spatial ordering of the rotation angle. This may be because in the659

simulation FACs are not confined to within the boundary and move poleward. We again660

compute the Coefficient of Determination at each point to quantify the contribution of661

different current systems to the total ground magnetic field. Here this is done using Fourier662

methods, as outlined in Appendix A. As in the box model, it is Hall currents which dom-663

inate the ground field, hence why the rotation angle is close to 90◦. However, on aver-664

age Hall currents explain only 43% of the variance across all components – much smaller665

than in the simple box model. Tabel S1 demonstrates, however, that the other current666

systems (excluding Hall) and their combinations are not significant predictors of the ground667

field. Therefore, the total variance on the ground must be a complex superposition of668

many current systems, including most notably Hall currents.669

Movie S3 also shows the vertical component of the ground magnetic field. Qual-670

itatively this somewhat resembles the FACs, in line with predictions from the box model.671

However, Figure 5g shows towards the flanks, unlike the FACs, the vertical field ampli-672

tudes peak at lower latitudes than the magnetopause inner/equatorward boundary. At673

the terminator the peak corresponds well with the FLRs. Therefore, it appears that the674

FLR is dominating the vertical field perturbations on the ground, relative to surface mode,675

across a wide local time range. Vertical field amplitudes are generally greater than the676

horizontal ones only in the vicinity of their peaks. Close to noon, however, the vertical677

field is weak and only becomes significant at ∼ 09h and ∼ 15h MLT, the locations of678

dayside ionospheric vortex cores.679

Figure 6 shows stacked time-series of a latitudinal chain of virtual ground magne-680

tometers located close to noon, where effects of the FLR are small. These demonstrate681

poleward phase motion of the ground magnetic field in all three components, unlike ground682

magnetometer observations of typical isolated / pairs of TCVs which show predominantly683

tailward motion (e.g. Friis-Christensen et al., 1988). Like with the ionospheric velocity684
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though, this phase motion is slightly different for all three components. The amplitude685

variation (blue lines) is quite broad for all three components. While the vertical com-686

ponent appears to peak at the magnetopause inner/equatorward edge, the East-West com-687

ponent’s maximum appears shifted slightly poleward of this location and the North-South688

component has a rather flat peak. Nonetheless, all three maxima are clearly closer to the689

magnetopause inner/equatorward edge than the OCB within the simulation. We sug-690

gest that all these features could be used as diagnostics for identifying surface modes in691

ground magnetometer networks.692

4 Discussion693

4.1 Limitations694

In both aspects of this study we have employed uniform ionospheric conductances.695

This was to understand the surface mode’s ground-based signatures in the simplest case.696

Improved empirical conductance maps typically include effects of solar illumination and/or697

auroral oval conductance contributions (Ridley et al., 2004). The former exhibit rela-698

tively small variations over scales much larger than surface mode wavelengths, hence likely699

have little effect on the predictions. In contrast, auroral oval Hall conductances can be700

significantly larger than those outside this region. While these could result in stronger701

currents within the auroral oval, and thus stronger ground magnetic signals, the sense702

of FAC closure would likely remain. Hartinger et al. (2017) performed simulations com-703

paring ground field perturbations from a solar wind pressure increase under different con-704

ductance models. They found qualitatively similar results for the uniform and solar con-705

ductance patterns, but somewhat different amplitude profiles with the auroral pattern.706

So far we have treated the ground as a perfect insulator, in line with most past global707

modelling and observational work (e.g. Samsanov et al., 2015; Tanaka et al., 2020). While708

some other ULF wave studies have considered the ground to be a perfect conductor (e.g.709

Hughes, 1974; Hughes & Southwood, 1974; Waters & Sciffer, 2008), neither regime re-710

alistically includes contributions from induced telluric currents in the ground. To esti-711

mate their likely effect we apply the Complex Image Method (Boteler & Pirjola, 1998;712

Pirjola & Viljanen, 1998). This places an image current, with the same strength as that713

in the overhead ionosphere, at a depth of hisp+2p for complex skin depth p. Here we714
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take this skin depth to be715

p =
1√

iωµ0σ
(8)

where σ is the ground conductivity. One can assume a uniform conductivity that is able716

to capture the spatial variations in the field/currents through a plane wave (Pirjola et717

al., 2009). For wavelengths > 200 km and periods < 1min, valid for MSE, this yields718

values of ∼ 1–2mSm−1, in line with ground conductivities for rocky or city areas (Ce-719

bik W4RNL, 2001). These values along with the simulation MSE frequency result in skin720

depths of magnitude 190–270 km, much greater than the ionospheric altitude. Given that721

in both the box model and simulation the ground magnetic field was mostly dictated by722

Hall currents with large scale sizes, we estimate the ground magnetic fields from telluric723

currents by assuming an infinite line current in the ionosphere (Boteler & Pirjola, 1998).724

This predicts horizontal ground magnetic field perturbations are amplified by 18–24%725

and vertical fields reduced by 3–6% due to the induced ground currents. Phase changes726

are negligible (< 7◦). These are relatively small contributions due to the low 1.8mHz727

frequency of the surface mode, since lower frequencies are less effective at inducing tel-728

luric currents for a given amplitude. In contrast, higher frequency ULF waves of 10–100mHz729

are predicted to change the horizontal field by 40–70%. We also note that near oceans,730

the high 5 Sm−1 conductivity of salt water likely renders all ULF waves’ ground signa-731

tures greatly affected (> 90%). Future studies could more comprehensively investigate732

the importance of telluric currents to ground magnetometer signals of surface and other733

ULF waves.734

Our brief evaluation of these limitations suggests the use of a wide range of lati-735

tudes when examining potential observations to these predictions, where overall trends736

likely persist. On smaller scales, local effects due to varying conditions in the ionosphere737

and the ground may be more important, which could form the basis of future work.738

4.2 Comparison to previous observations739

Auroral brightenings, ionospheric convection vortices, and ground pulsations are740

expected from FACs in general. However, mapping observations from the ground out to741

space is difficult when trying to distinguish surface waves from nearby body waves. We742

thus limit comparitive discussion to studies that could better constrain ground-based ob-743

servations.744
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Previous conjugate observations have linked aurorae to surface waves. He et al. (2020)745

suggested sawtooth aurorae, large-scale undulations along the equatorward edge of the746

diffuse aurora, may be the optical atmospheric manifestation of plasmapause surface waves.747

During a geomagnetic storm, they showed 1.4mHz plasmapause surface waves (i.e. with748

similar frequencies to MSE) in the afternoon-dusk correlated with sawtooth auroral pat-749

terns near the footpoints of the plasmapause field lines, with wavelengths and propaga-750

tion speeds of both being in agreement. The authors suggested the modulation of hot751

plasma by the plasmapause surface mode may have led to particle precipitation, and thus752

diffuse aurora, via scattering by electron cyclotron harmonic waves. Similarly, Horvath753

& Lovell (2021) presented two case studies of KHI-waves on the flank magnetopause dur-754

ing geomagnetic storms, which appeared to excite surface waves on / near the plasma-755

pause in the hot zone of the outer plasmasphere. During these events, correlated com-756

plicated sub-auroral plasma flows and large auroral undulations were observed at low Earth757

orbit. The authors conclude magnetopause surface modes couple, in complex ways, to758

the inner magnetosphere and auroral zones. Finally, the ground-based study of O. Kozyreva759

et al. (2019) used observations of the equatorward edge of the red cusp aurora as an op-760

tical proxy for the OCB following southward IMF turnings. They noted quasi-periodic761

motion of this boundary in 3 events, which they interpreted as evidence for MSE.762

Archer et al. (2019) first showed MSE signatures may be present in dayside ground763

magnetometer data, though unfortunately data was low resolution and had poor spa-764

tial coverage which limited conclusions. O. Kozyreva et al. (2019) presented data from765

a near-noon latitudinal chain following impulsive external driving. Short-lived oscilla-766

tions in the North-South component were found to peak ∼ 1–2◦ equatorward of the op-767

tical OCB proxy. While the authors attributed this to experimental uncertainty, it is un-768

clear why this would result in a systematic effect. The offset agrees with our estimates769

for the inner/equatorward edge of the magnetopause boundary layer, thus could instead770

be consistent with our results. They also noted poleward phase motion and large ∼ 8–10◦771

latitudinal scales, both like in our simulation. He et al. (2020) demonstrated ground mag-772

netic pulsations associated with plasmapause surface waves in the afternoon-dusk sec-773

tor. A latitudinal magnetometer chain showed clear poleward phase motion, as in the774

simulation. However, the authors suggest the plasmapause surface wave may have cou-775

pled to an FLR outside the plasmasphere due to the amplitude and phase structure ob-776

served, potentially complicating these observations. Finally, Hwang et al. (2022) presented777
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two case studies of KHI-waves and their ground effects. Vortical horizontal field pertur-778

bations were observed at high latitudes, corresponding to bead-like FACs elongated in779

the east-west direction like those seen in the simulation flanks.780

There are some interesting similarities and differences between these magnetopause781

surface mode results and the classic Sudden Commencement (SC) or, more generally, TCV782

response of the magnetosphere. These models are generally used to interpret ground-783

based observations following impulsive solar wind driving, e.g. interplanetary shocks or784

solar wind pressure pulses, hence warrant further discussion. The Araki (1994) model785

of SC predicts bipolar variations of the geomagnetic field at polar latitudes due to a global786

ionospheric twin vortex resulting from pairs of FACs on each of the morning and after-787

noon sectors. These are similar but larger in scale than typical TCVs. Our simulation788

results are broadly consistent with this model during the transient period (see Movie S2789

and Figure 6). The Araki (1994) model, however, does not predict the subsequent pe-790

riodic oscillations following this transient, which are associated with MSE. This is be-791

cause it only considers the intensification of magnetopause currents and FACs related792

to a single ripple on the magnetopause, hence not a surface wave or eigenmode. This is793

also true of similar TCVs models (e.g. Sibeck, 1990). MHD wave propagation during SC794

is typically linked to the Tamao (1964a,b) path or cavity/waveguide theory (Kivelson.795

et al., 1984; Kivelson & Southwood, 1985), where compressional waves couple to FLRs796

at the location their (eigen)frequencies match. Thus the possible contributions of mag-797

netopause surface waves has not been considered in past SC observations or modelling798

(see the review of Fujita, 2019). SC can often be followed by long ≥ 10min period waves799

(e.g. Matsushita, 1962), however, these are rarely discussed. It is therefore possible that800

ground-based evidence of MSE could be prevalent in past SC observations, with the sub-801

sequent pulsations either being neglected or misidentified as cavity/waveguide modes and802

FLR, which are generally not expected to occupy such low frequencies on the dayside803

(Archer et al., 2015).804

Overall, our simulation results appear consistent with the few previous reported805

observational signatures of magnetopause surface waves specifically. However, some as-806

pects could not be tested with the data presented, motivating the need for both dedi-807

cated future observational studies and reanalysis of previously examined events in light808

of this work.809
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4.3 Implications810

The results presented in this paper have potential consequences within the context811

of space weather, which we briefly comment on.812

We have demonstrated magnetopause surface modes are predicted to result in iono-813

spheric currents and electric fields. This offers the possibility that surface wave energy814

may be dissipated in the ionosphere, like it is for other ULF wave modes (e.g. Glassmeier815

et al., 1984). Joule heating rates are given by816

j ·E = 1
ΣP
E2

= 1
ΣP

(
E2

0 + 2E0 · δE+ δE2
) (9)

where the first term corresponds to the DC equilibrium heating rate and the subsequent817

terms are associated with pulsations. Recall a uniform Pedersen conductance of 5 S was818

used, which is reasonable for sunlit high-latitude regions (cf. Ridley et al., 2004). In the819

simulation, we integrate these over the entire dayside ionosphere. While the DC rate is820

3GW, we find the maximum pulsation-related rate is 40GW, occurring during the tran-821

sient response. The peak dissipation rate during times of confirmed MSE (t > 15min)822

is also significant compared to the background at 0.4GW (i.e. 13%). While the inclu-823

sion of the KHI-amplification of the surface waves and their coupling to FLRs on the night-824

side result in the global ionospheric dissipation rates being even greater during MSE times825

at 25% of the global DC rate, the ionospheric conductances in the nightside hemisphere826

are less realistic. Overall, these simulation results qualitatively suggest magnetopause827

surface modes may provide important contributions to ionospheric heating. Further work828

could quantitatively predict heating rates due to surface waves using a range of more rep-829

resentative ionospheric conditions, improving our understanding of their global signif-830

icance under different driving regimes.831

We also predict that magnetopause surface modes result in oscillatory magnetic832

fields at Earth’s surface. This suggests they could be a source of geomagnetically induced833

currents driven by geoelectric fields (e.g. Heyns et al., 2021). While geoelectric fields are834

frequency-dependent with a higher frequency bias relative to the underlying disturbance835

geomagnetic field (e.g. Boteler & Pirjola, 1998; Pirjola & Viljanen, 1998), distinct Pc5836

frequency ULF waves (2–7mHz) can result in significant measured geoelectric fields (Hartinger837

et al., 2020; Shi et al., 2022). Therefore, it is likely that magnetopause surface waves,838
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at either MSE or higher (e.g. intrinsic KHI) frequencies could similarly result in strong839

geoelectric fields. Modelling this is beyond the scope of this study, as it is known the three-840

dimensional conductivity structure of Earth is important in accurate characterisation841

of geoelectric fields (Bedrosian & Love, 2015). Therefore, further study is warranted in842

assessing whether magnetopause surface modes may be a significant source geoelectric843

fields and thus geomagnetically induced currents (cf. Heyns et al., 2021; Yagova et al.,844

2021).845

5 Conclusions846

We have investigated magnetopause surface waves’ direct effects on the aurorae,847

ionosphere, and ground magnetic field through both MHD theory and a global MI-coupling848

simulation. Our main conclusions are as follows:849

1. Magnetopause surface modes have associated FACs into / out of the ionosphere,850

which for a finite thickness boundary maximise at the inner/equatorward edge of851

the magnetopause rather than the OCB. Non-resonant coupling between the com-852

pressional and Alfvén modes results in further monochromatic FACs throughout853

the magnetosphere, hence are unrelated to the Alfvén continuum. The amplitudes854

of these currents fall off with distance from the magnetopause.855

2. The normal phase structure reported by A21 in the equatorial magnetosphere due856

to damping also manifests at the MI-interface as slow ∼ 1–2◦ min−1 poleward mov-857

ing FAC structures. With latitudinal wavelengths of ∼ 10◦ on the dayside, these858

are large-scale compared to expectations for FLR.859

3. FACs associated with global MSE are weakest on the dayside, due to smaller bound-860

ary displacements and azimuthal scales that span the morning/afternoon sector.861

In the flanks, where the Doppler effect imposes shorter scales and wave pertur-862

bations are amplified through KHI, strong periodic FACs may be present along863

the magnetopause inner/equatorward edge.864

4. We suggest upward FACs associated with surface modes may lead to periodic au-865

roral brightenings that peak in intensity at the magnetopause inner/equatorward866

edge. On the dayside, these auroral forms move slowly poleward at ∼ 1–2◦ min−1
867

(∼ 2–4 km s−1) and occupy large ∼ 5◦ latitudinal bands compared to narrower868
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FLR-related aurorae. Periodic longitudinal structure will reflect that out at the869

magnetopause..870

5. Ionospheric convection vortices circulate the surface mode’s FAC structures. Like871

the FACs, they are large-scale, poleward moving, and strongest at the magnetopause872

inner/equatorward edge. The finite conductivity causes ionospheric signals to be873

more spread out than the FACs.874

6. Magnetopause surface modes can also cause ground magnetic field signals. These875

are largely caused by Hall current vortices, which rotate the magnetic field per-876

turbations from above the ionosphere to the ground by almost 90◦ (though sig-877

nificant non-systematic spread in this rotation angle occurs). Therefore, ground878

signatures of MSE near noon are strongest in the East-West direction. Oscillations879

have the same frequency across L-shells, amplitudes peak near the magnetopause880

inner/equatorward edge, and latitudinal variations are large-scale.881

These conclusions provide qualitative predictions for magnetopause surface modes which882

might be applied to interpreting high-latitude ground-based data. Quantitative predic-883

tions require understanding how regional variations in ionospheric and ground conditions884

affect magnetopause surface modes (and ULF waves more generally). We also note this885

simulation is North-South and dawn-dusk symmetric due to zero dipole tilt, whereas in-886

terhemispheric (e.g. Engebretson et al., 2020; Xu et al., 2020) and dawn-dusk (e.g. Henry887

et al., 2017) asymmetries in geospace are of great interest in understanding solar wind888

– magnetosphere – ionosphere coupling. Therefore, how magnetopause surface modes889

manifest in the magnetosphere, ionosphere, and on the ground when such asymmetries890

may be present should be ascertained.891

Finally, a further potential avenue for remote sensing magnetopause (or even plasma-892

pause) surface modes could be ionospheric Total Electron Content (TEC) data derived893

from Global Navigation Satellite Systems. Recent work has shown that ULF waves may894

modulate TEC, yielding periodic oscillations of similar frequency (V. Pilipenko et al.,895

2014; Watson et al., 2015; Belakhovsky et al., 2016; O. V. Kozyreva et al., 2020; Zhai896

et al., 2021). While several mechanisms for this have been proposed, overall they remain897

poorly understood. Future work could use the predicted ionospheric electric fields as-898

sociated with surface modes to drive height-resolved ionosphere and neutral atmosphere899
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models (Ozturk et al., 2020). This would crucially unveil how the coupled ionosphere900

– thermosphere – mesosphere system reacts to boundary waves in our magnetosphere.901
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Figure 3: (a–d) Snapshots of ionospheric convection over half an MSE cycle, displaying
the velocity magnitude (green) and streamlines (grey). Field-aligned current ridges are
also indicated. (e–i) Fourier maps, in a similar format to Figure 2e, of the ionospheric
velocity showing perturbation amplitudes (e,f) and phases (h,i) for the North-South (e,h)
and East-West (f,i) components. Polarization ellipses are displayed in panel (g), coloured
by the sense of rotation.
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perturbations is shown (g). Formats are similar to Figure 3e–g.
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Appendix A Coefficient of Determination902

The Coefficient of Determination, R2, is the proportion of the variance in a depen-903

dent variable that is predictable from an independent variable, often used in statistical904

models to quantify how well outcomes are replicated. In the case that the variables are905

complex vector time-series, this is given by906

R2 = 1−
´
dt (y − f) · (y − f)

∗´
dty · y∗ (A1)

where y is the dependent variable and f is its predicted/modelled value. It follows from907

Parseval’s theorem that for oscillatory signals R2 can also be determined from the com-908

plex Fourier amplitudes (denoted by tildes here)909

R2 = 1−

´
df

(
ỹ · ỹ∗ − ỹ · f̃∗ − f̃ · ỹ∗ + f̃ · f̃∗

)
´
df ỹ · ỹ∗ (A2)

R2 can be interpreted as the fraction of explained variance, with R2 = 1 correspond-910

ing to perfect prediction. Negative values are possible when the predictor performs worse911

than one which always predicts the mean value. In this paper we use R2 to indicate what912

proportion of the total ground magnetic field perturbations are determined by contri-913

butions from different current systems. This has the benefits over simply comparing the914

root-mean-squared magnitudes of contributions (e.g. Rastätter et al., 2014) since the vec-915

tor directions are also included.916

Appendix B Rotation Angle917

The signed right-handed rotation angle from a vector b to a about some direction918

ẑ may be expressed as919

∆θ = atan2 ([b× a] · ẑ , b · a) (B1)

In the case of oscillatory vectors, the time-average (angular brackets) of ∆θ can be ar-920

rived at by using the following properties of complex Fourier amplitudes921

⟨b× a⟩ = 1
2Re

{
b̃× ã∗

}
⟨b · a⟩ = 1

2Re
{
b̃ · ã∗

} (B2)

and hence922

⟨∆θ⟩ = atan2
(
Re

{
b̃× ã∗

}
· ẑ , Re

{
b̃ · ã∗

})
(B3)
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In this paper, we use this to calculate the rotation of the horizontal magnetic field com-923

ponents from above the ionosphere to below it. Thus the direction ẑ is taken as the ver-924

tical/radial.925

Notation926

msh Magnetosheath927

mp Magnetopause928

msp Magnetosphere929

isp Ionosphere930

g Ground931

GSM Geocentric Solar Magnetospheric coordinates932

SM Solar Magnetic coordinates933

N Northward component934

E Eastward component935

hor Horizontal936

∥ Parallel to the magnetic field937

⊥ Perpendicular to the magnetic field938

n Normal to boundary939

P Pedersen940

H Hall941

ϵ Ellipticity942

µ0 Vacuum permeability943

σ Conductivity944

Σ Conductance945

ψ Electrostatic potential946

ω Angular frequency947

Ω Vorticity948

B Magnetic field949

cs Speed of sound950

E Electric field951

h Altitude952

j Current density953
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k Wave vector954

L McIlwain field-line equatorial distance parameter955

r Geocentric Position956

s Field line length957

t Time958

v Plasma velocity959

vA Alfvén speed960
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