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Text S1. MEGAN normalization with canopy environment coefficient 

 The canopy environment coefficient CCE is a normalization constant which ensures that EISOP = E0 
under standard conditions. These conditions are listed in Table S1. The normalization constant is defined 
as  

𝐶𝐶𝐸 =
1

(𝛾𝑇 × 𝛾𝑃𝐴𝑅 × 𝛾𝐿𝐴𝐼 × 𝛾𝐴𝐺𝐸 × 𝛾𝐶𝑂2 × 𝛾𝑆𝑀)𝑆𝑡𝑑
  (S1) 

where the subscript Std indicates that each 𝜸-factor is calculated at standard conditions. The definition 
of CCE makes it sensitive to certain 𝜸T parameters, including TMax, CT1, and CT2, while it is insensitive to 
other parameters including K1 and K2. The 𝜸T parameter CEO has no impact on MEGAN isoprene 
emissions because it appears as a multiplicative factor in 𝜸T and in 𝜸T,Std (i.e., in both the numerator and 
denominator of the MEGAN equation). Because CCE is sensitive to the values of the 𝜸T parameters, we 
multiply our posterior 𝜸T by the updated normalization constant when calculating posterior MEGAN 



emissions. This is necessary to ensure EISOP = E0 under standard conditions when using the posterior 
parameterization. All plots of 𝜸T in the main text are thus multiplied by their corresponding CCE values 
(i.e., either the a priori or posterior CCE) to ensure they are all normalized to the same standard 
conditions.  

 

Text S2. Long term temperature response in MEGAN 𝜸T 

 The MEGAN temperature response 𝜸T exhibits hysteresis with respect to past ambient 
temperatures. Emissions increase up with temperature up to an optimal value EOpt, given by 

𝐸𝑂𝑝𝑡 = [𝐶𝐸𝑂 × exp (𝐾2(𝑇𝑑𝑎𝑖𝑙𝑦 − 297))] , (S2) 

which occurs at temperature TOpt, given by 

𝑇𝑂𝑝𝑡 = 𝑇𝑀𝑎𝑥 + (𝐾1(𝑇𝑑𝑎𝑖𝑙𝑦 − 297)) (S3) 

where CEO is a scaling factor, TDaily is the ambient temperature (in K) of the past 24 hours, TMax 
(313 K) is the standard optimal temperature, and K1 (0.6) and K2 (0.08) are coefficients which 
determine the sensitivity of EOpt and TOpt to variations in TDaily (Guenther et al., 2006). Values of 
TDaily greater than 297 K will increase the optimum value of 𝜸T (EOpt) as well as cause this 
optimum to occur at a higher temperature (TOpt). The opposite occurs when TDaily falls below 
297 K. The magnitude of these changes in EOpt and TOpt is set by K1 and K2, with larger values of 
these parameters giving a higher sensitivity to TDaily and vice versa. These impacts are illustrated 
in Figure S1. 
 This algorithm is based on a limited number of experiments (Geron et al., 2000; Hanson 
& Sharkey, 2001; Monson et al., 1994; Pétron et al., 2001), leading to relatively large 
uncertainties in the empirical parameters CEO, TMax, K1, and K2. We therefore treat these as free 
parameters in our optimization experiments. However, the parameter CEO has no impact on 
modelled emissions when 𝜸T is used within the full MEGAN equation (Equation (1) in the main 
text) due to the normalization of emissions to E0 under standard environmental conditions (see 
Supplementary Text S1).  

 

Text S3. Sensitivity of E0 optimization to observation errors 

 In our top-down optimization of E0 we assumed a constant relative error in the 
observations of 30%. This is consistent with early OMI-based top-down emission inventories 
(Millet et al., 2006). It is possible that we are overestimating the uncertainty in some regions, 
but we are likely underestimating it in others, due to spatially and temporally varying sources of 
error in the satellite-derived products (including CH2O retrieval biases (Vigouroux et al., 2020; 
De Smedt et al., 2021), chemistry-transport model errors (Barkley et al., 2013; Stavrakou et al., 
2015), spatial smearing errors (Palmer et al., 2003; Turner et al., 2012), and background CH2O 
sources (Marais et al., 2012; Wolfe et al., 2016)). We therefore had to account for the potential 
impact of our uncertainty assumption on the optimization of E0.  
 The optimization of model parameters is dependent on the accuracy and precision of 
the observational constraints. While we assume observations are unbiased during our 
experiments, we account for the precision (i.e., measurement noise and other random errors) 
of the observations explicitly in our MHMCMC scheme through the model likelihood function  



𝑃(𝒙𝑖) = exp (−0.5 ∑ (
(𝑴(𝒙𝑖) − 𝑶)2

𝜎𝑂
2 )) , (S4) 

where M(xi) is the model output vector (in our case MEGAN isoprene emissions), O is the 
observation vector, and 𝞂O is the observation error. The presence of 𝞂O in the denominator of 
Equation (S4) ensures that more precise observations will give a more strongly peaked 
probability distribution and therefore stronger constraints on the model parameters.   
  We performed a series of simulated observation experiments to test the sensitivity of 
the E0 optimization to the assumed observation error 𝞂O. MEGAN was used to generate a "true" 
isoprene emission time series which was then sampled at user-specified intervals (hourly, daily, 
and monthly) and perturbed with Gaussian noise (𝞂O = 1 % – 50%) to produce pseudo-
observations. The pseudo-observations were then used to constrain E0 in the MHMCMC 
scheme. Figure S2 shows a sample of how the posterior E0 distribution changes as a function of 
observation frequency and error. Figure S2 (a) and (b) show the posterior E0 as constrained with 
monthly observations with 5% and 25% error, respectively, while Figure S2 (c) and (d) show the 
results for hourly observations with the same errors as (a) and (b). The observation frequency 
had no significant impact on the optimization of E0, whereas larger observation errors resulted 
in a broader posterior E0 distribution. Despite the weaker constraints on E0 with larger 
observation errors, the median posterior value is still well-within one standard deviation of the 
true E0. The optimization was consistently able to recover E0 up to an observation error of 
nearly 50%, at which point signal-to-noise was insufficient to constrain the emissions.  
 These simulated observation experiments suggest that top-down emission estimates are 
sufficiently precise to constrain E0, and that our assumption of a 30% error has little impact on 
the posterior E0 values other than potentially over or underestimating the standard deviation of 
the posterior E0 distribution. This is a relatively minor issue when compared to other sources of 
error in the E0 optimization, including the impact of drought stress, model input uncertainties, 
and discrepancies between different observation datasets (see main text Section 4).  

 

Text S4. Mapping locally measured PAR to GEOS-FP PAR 

 Local PAR measurements are available at Wytham Woods in September 2018 but they 
are not available during the pre-heatwave period (25 May – 21 June). We consequently used 
hourly GEOS-FP PAR at 0.25° × 0.325° spatial resolution to drive MEGAN in our optimization 
experiments. To avoid introducing biases due to discrepancies between the local PAR 
measurements and the GEOS-FP PAR, we generated a linear mapping between the two 
datasets for September 2018 following the methodology of Ferracci et al (2020). This mapping 
is shown in Figure S3, in units of photosynthetic photon flux density (PPFD). There is a strong 
correlation between the local WIsDOM measurements and the GEOS-FP values (r2 = 0.83). 
However, there is also a ~30% offset between the two datasets as indicated by the slope of the 
linear map in Figure S3, with WIsDOM PPFD measurements being consistently lower than the 
concurrent GEOS-FP values. We applied the linear map in Figure S3 to the pre-heatwave (25 



May– 21 June) GEOS-FP PPFD data to account for this offset, effectively transforming the GEOS-
FP PPFD into the local measurement space.  
 The linear map in Figure S3 is a source of error in our optimization, partially due to the 
large amount of scatter in the measurements and partially due to our assumption that a map 
based on September 2018 observations is applicable during the pre-heatwave period (25 May – 
21 June). The impact of this source of error is limited by filtering the WIsDOM measurements 
for PPFD > 650 μmol/m2/s (equivalent to PAR > 136 W/m2). This effectively limits our 
observations to mid-day scenes (roughly 10am – 4pm local time, depending on cloud cover) and 
greatly reduces the sunlight-driven variability of the isoprene measurements. This is described 
in more detail in Section 3.2 of the main text, as well as in Ferracci et al (2020).  

 

Text S5. Sensitivity of 𝜸T optimization to observation errors 

We performed a series of simulated observation experiments to test the sensitivity of the 
𝜸T optimization to the assumed observation error 𝞂O. In these simulated observation 
experiments, MEGAN was used to generate a "true" isoprene emission time series which was 
then sampled at user-specified intervals (hourly, daily, and monthly) and perturbed with 
Gaussian noise (𝞂O = 1 % – 50%) to produce pseudo-observations. The pseudo-observations 
were then used to constrain the 𝜸T parameters in the MHMCMC scheme. All 31 unique 
combinations of the 𝜸T parameters TMax, K1, K2, CT1, and CT2 were tested. For brevity, we present 
here only the results for the optimization of TMax with all other parameters fixed to their a priori 
values. 
 Figure S4 shows how the posterior TMax distribution changes as a function of observation 
error and observation frequency. The MHCMC can constrain TMax given hourly observations 
with 1% relative error, resulting in a very narrow probability distribution (Figure S4 (a)). 
Increasing the observation error to 5% results in a much broader probability distribution and an 
incorrect median posterior value (Figure S4 (b)), though the mode of the distribution still 
coincides with the true parameter value. With an observation error of 25% the MHMCMC is 
unable to constrain TMax even with hourly observations (Figure S4 (c)). Unlike with the E0 
optimization (Figure S2), the optimization of the 𝜸T parameters was sensitive to observation 
frequency. Figure S4 (d) shows that monthly observations with 1% error can constrain TMax, but 
the probability distribution is broader than with hourly observations (Figure S4 (a)). TMax could 
not be constrained with monthly observations with 5% error or greater (Figure S4 (e) and (f)).  
 None of the 31 combinations of 𝜸T parameters could be reliably constrained with 
observation errors exceeding 20% in our simulated observation experiments. This effectively 
ruled out the use of top-down isoprene emission estimates as constraints on 𝜸T. Because of 
this, we only attempted to optimize 𝜸T using the BR-Sa1 eddy covariance flux measurements 
(observation error of ~15%; Sarkar et al., 2020) and WIsDOM isoprene mixing ratio 
measurements (observation error of ~10%; Ferracci et al., 2020).  

 

Text S6. Sensitivity of MEGAN to E0 and 𝜸T parameters 

MEGAN has a different sensitivity to each of its empirical parameters, defined here as the 
change in model output for a given perturbation to an empirical parameter. This has important 



implications for optimizing MEGAN parameters with observations using MHMCMC, because 
higher sensitivity parameters can be more readily constrained due to their larger impact on 
model output (i.e., perturbations to these parameters by the MHMCMC algorithm are more 
likely to produce a signal in the model output which rises above the noise in the observational 
constraints). Conversely, lower sensitivity parameters can only be constrained with more 
precise observations. 
 The sensitivity of MEGAN to E0 and each of the 𝜸T parameters (TMax, K1, K2, CT1, and CT2) 
is illustrated in Figure S5 (note that the 𝜸T parameter CEO was omitted due to the normalization 
of MEGAN described in Supplementary Text S1). Each panel in Figure S5 shows the mean 
isoprene emission rate at BR-Sa1 from 1 – 16 June 2014 as calculated with MEGAN 2.1.  The red 
circle in each panel represents the unperturbed emissions, using the a priori (PCEEA) value 
parameter values and the measured mean temperature at BR-Sa1 (this measured temperature 
is indicated by the vertical dotted black line). Deviations from this point on the y-axis represent 
perturbations to the MEGAN parameters, while deviations along the x-axis represent 
perturbations to the ambient daily temperature. The solid black contours represent the 
measured mean isoprene emission rate at BR-Sa1 ± 5 %.  
 By following the dotted black line from the red circle to the solid black contours in each 
panel, we can see that MEGAN could be brought into agreement with the BR-Sa1 observations 
(at least in terms of the mean emission rate for the whole time series) by: (a) increasing E0 from 
1 to 1.2 (in units of 109 kgC/m2/s); (b) reducing TMax from 313 K to 303 K; (c) reducing K1 from 
0.6 – 0.3; (d) increasing K2 from 0.08 – 0.11; (e) reducing CT1 from 80 – 40 kJ/mol; or (f) reducing 
CT2 from 200 – 100 kJ/mol. The gradient along each path is a measure of the sensitivity of 
MEGAN to each parameter, with steeper gradients (e.g., E0, K2) indicating a higher sensitivity 
and shallower gradients (e.g., TMax, K1, CT1, CT2) indicating a lower sensitivity. This is illustrated in 
Figure S6, where we have used MEGAN 2.1 to calculate weekly mean isoprene emissions for 
2014 in the Western Sahel regions with large perturbations to each of the MEGAN parameters. 
Large perturbations in E0 (called "AEF" = "annual emission factor" in Figure S6) and K2 lead to 
significant changes to the modelled emissions, while perturbations to K1, TMax, CT1, and CT2 have 
a more minor impact. These sensitivities vary in time due to changes in ambient temperature; 
this is the same effect as is visible in Figure S5, where the gradient along the y-axis (i.e., 
parameter perturbation axis) changes as a function of position along the x-axis (i.e., the 
temperature axis). 
 These sensitivities are a proxy for our ability to constrain each parameter with 
observations, indicating that most of the 𝜸T parameters (except for K2) are more difficult to 
constrain than E0. However, it must be noted that the joint sensitivities which emerge when 
optimizing multiple MEGAN parameters simultaneously are not necessarily the same as those 
shown in Figure S5 or S6 where parameters were perturbed in isolation. It was therefore 
necessary to test all possible combinations of parameters in our optimization experiments to 
determine which subsets could be reasonably well constrained (see Supplementary Text S5). 

 

Text S7. Optimization of TMax and K1 at BR-Sa1 using eddy covariance fluxes 

There are 31 unique combinations of the 5 𝜸T parameters TMax, K1, K2, CT1, and CT2. Due to 
the differing sensitivity of MEGAN to each of these parameters, particularly when multiple 



parameters are perturbed simultaneously, all 31 combinations were tested in our MHMCMC 
optimization to identify the best possible subset. Here "best" refers to the largest subset in 
which each parameter is reliably constrained while also significantly improving model-
observation agreement. The 𝜸T parameter subset K2, CT1, and CT2 was identified as the best 
subset at BR-Sa1 using eddy covariance flux constraints (see Main Text Figure 7 and Figure 8). 
Many subsets contained poorly constrained parameters, or alternatively they contained well-
constrained parameters but failed to significantly improve model-observation agreement. 

Figure S7 shows the optimization results for the subset of TMax and K1 (the two empirical 
parameters in Equation S2). The posterior 𝜸T is extremely similar to the a priori over the range 
of observed temperatures and is not in significantly better agreement with the observations. 
Furthermore, the interquartile range of the posterior 𝜸T shows that TMax and K1 have a 
negligible impact on 𝜸T at lower temperatures but a very large impact at high temperatures. 
This is expected from Equation S2, as both parameters simply modulate the location of the 
high-temperature emission peak. The histograms in Figure S7 show that neither parameter is 
well-constrained by the optimization; the MHMCMC can effectively rule out a reduction in TMax 
but is unable to distinguish between higher values of TMax due to the low and asymmetric 
sensitivity of MEGAN to this parameter (see Figure S5 (b)). The K1 parameter is dragged towards 
zero by the optimization, which reduces the model's sensitivity to TDaily and keeps the emission 
peak closer to TMax. This has the net effect of slightly increasing modelled emissions by moving 
the emission peak TOpt closer to ambient temperatures, thereby slightly reducing model biases 
relative to the observations.  
 While the median posterior parameter values indicated in Figure S7 do reduce model 
biases (Figure S8 (a)), they do not improve the temporal variability of the estimate (i.e., the 
correlation between the model and the observations as indicated by the r2 values in Figure S8 
(b)). This contrasts with the subset of K2, CT1, and CT2 shown in the main text (Figure 8).   

 

Text S8. Variability of MEGAN sensitivity T and LAI input errors 

 MEGAN isoprene emissions are highly sensitive to temperature due to the exponential 
form of 𝜸T over typical terrestrial temperature ranges (see Figure 11 in the main text). As a 
result, small errors in the temperature data used to drive MEGAN can lead to large errors in the 
modelled emissions. This can be seen in Figure S9 (a), which shows the relative change in 
seasonally averaged (December-January-February, 2016–2017) MEGAN isoprene emissions 
when positively biased temperature data are used to drive the model. A 1% temperature bias 
leads to emission biases in excess of 40% in most regions, consistent with our findings at BR-Sa1 
when comparing the MERRA2 and locally measured temperature data (see Figure 5 (c) and (d) 
in the main text). From the viewpoint of model parameter optimization, it is clear that accurate 
temperature data must be used to drive MEGAN to obtain reliable emissions estimates and 
posterior parameters in all regions. 
 The sensitivity of MEGAN to LAI is much more variable, being high in low-LAI 
environments like the Sahel and negligible in high-LAI environments like the Amazon (see Figure 
11 in the main text). This spatial variability is a direct consequence of the functional form of 𝜸LAI 
(Guenther et al., 2006), 



𝛾𝐿𝐴𝐼 =
0.49𝐿𝐴𝐼

√1 + 0.2𝐿𝐴𝐼2
 (S5) 

 
and is illustrated in Figure S9 (b),which shows the relative change in seasonally averaged (Dec-
Jan-Feb) MEGAN isoprene emissions when positively biased LAI data are used to drive the 
model. The season Dec-Jan-Feb was chosen because this coincides with the minimum of the 
MODIS 8-Day LAI product in the Sahel of North Africa, allowing the spatial variability of LAI 
sensitivity in North African to be more easily seen. A 5% LAI bias leads to a 5% emission bias in 
the savannas of Northern and Southern Africa as well as Western Australia but has barely any 
impact (<1%) on emissions in tropical rainforest environments such as the Amazon or Congo 
River basins. Note that the large relative impact at high Northern latitudes in Figure S9 (b) is 
small in absolute terms, as total isoprene emissions from these regions are very low during 
boreal winter. The low sensitivity of MEGAN to LAI in forested regions implies that errors in LAI 
inputs are a likely only a very minor source of error (a few percent at most) in our model 
optimization in the Eastern Amazon, the Southeast US, and the UK temperate forest at Wytham 
Woods. On the other hand, LAI input errors may be on the order of 10% in the Western Sahel 
and Eastern Australia given the estimated uncertainty in the MODIS 8-day LAI product (Fang et 
al., 2013) and the higher sensitivity of MEGAN to LAI in low-LAI environments. 

 

 

Figure S1. MEGAN temperature response 𝜸T plotted as a function of temperature for 4 different 

24-hour average temperatures (T24, equivalent to TDaily in Equation (S1) and (S2)). The standard 

value of T24 is 297 K, such that 𝜸T = 1 at 303 K (standard instantaneous temperature) and the 

emission peak is located at TMax = 313 K. Changing the past ambient temperature changes both 

the location and height of the 𝜸T peak. The magnitude of these changes is controlled by K1 and 

K2 in Equation (S1) and (S2). 

 



 

Figure S2. Posterior E0 distribution for a selection of simulated observation experiments using 

2014 MEGAN isoprene emissions in the Eastern Amazon region as the truth. The observation 

characteristics were (a) hourly with 5% error, (b) hourly with 25% error, (c) monthly with 5% 

error, and (d) monthly with 25% error. The true E0 value is represented by the solid black line 

and the median posterior E0 for each experiment is the solid red line. The blue histograms show 

a subsample of 500 E0 values from the MHMCMC output (out of 5000 total accepted samples), 

which represents the posterior E0 probability distribution. 

 



 

Figure S3. Scatter plot of local PAR measurements with GEOS-FP PAR for September 2018. The 

linear mapping (red line) was used to account for the systematic bias between the GEOS-FP PAR 

and the locally measured PAR in September 2018, and then applied to the GEOS-FP PAR during 

the pre-heatwave period.   

 



 

Figure S4. Posterior TMax distribution for a selection of simulated observation experiments using 

2014 MEGAN isoprene emissions in the Eastern Amazon region as the truth. The observation 

characteristics were (a) hourly with 1% error, (b) hourly with 5% error, (c) hourly with 25% error, 

(d) monthly with 1% error, (e) monthly with 5% error, and (f) monthly with 25% error. The true 

TMax value is represented by the solid black line and the median posterior TMax for each 

experiment is the solid red line. The blue histograms show a subsample of 500 TMax values from 

the MHMCMC output (out of 5000 total accepted samples), which represents the posterior TMax 

probability distribution. 

 



 

Figure S5. Sensitivity of mean MEGAN isoprene emissions at BR-Sa1 from 1 - 16 June 2014 to 

(a) E0, (b) TMax, (c) K1, (d) K2, (e) CT1, and (f) CT2. The red circle indicates the unperturbed MEGAN 

emissions, and the dashed vertical black line indicates the measured daily average temperature 

TDaily. The y-axis of each panel shows parameter values, while the x-axis shows perturbations to 

the daily average temperature to illustrate the temperature dependence of the parameter 

sensitivity. The sensitivity is indicated by the gradient of each contour plot. The solid black lines 

indicate the average measured isoprene emission rate at BR-Sa1 ± 5 %. 

 



 

Figure S6. Weekly average isoprene emission rates (2014) in the Western Sahel region as 

calculated with MEGAN 2.1 using default (PCEEA) parameter values, normalized by AEF (note 

that AEF is equivalent to E0). Positive (red) and negative (blue) perturbations to each parameter 

have an impact on the modelled emissions, with higher sensitivity parameters (AEF, K2) 

impacting the emissions more than lower sensitivity parameters (K1, TMax, CT1, CT2). 

 



 

Figure S7. (top) A priori MEGAN 𝜸T (black), median posterior 𝜸T (solid red) and interquartile 

range (dotted red) as a function of temperature compared with the observed 𝜸𝑻
′  (+ symbols) at 

BR-Sa1. Posterior parameter distributions for TMax and K1 are shown in the lower left and lower 

right panels, respectively (light blue). The median posterior values are indicated by the dashed 

blue lines in the lower panels, while the a priori values are indicated by the solid black lines. 

 

 

Figure S8. (a) A priori and posterior MEGAN isoprene flux estimates at BR-Sa1 from 1 – 16 June 

2014, using the parameter subset of TMax and K1. The posterior emissions were calculated using 

the optimized 𝜸T based on eddy covariance observations (+ symbols). The dotted red line 

denotes the interquartile range on the posterior emission estimate. (b) Correlation between 

observed and modelled hourly mean isoprene emission rates at BR-Sa1. The solid red line is a 



linear fit to the posterior modelled emissions (red circles), whereas the solid black curve is a 

linear fit to the a priori emissions (+ symbols). 

 

 

Figure S9. (a) Ratio of the biased ("Perturbed") and unbiased ("Control") seasonally averaged 

MEGAN isoprene emissions in December-January-February 2016–2017 when running the model 

with biased (+1%) temperature input data. (b) As in (a) but using biased (+5%) LAI input data. 

Note the scale of the colour bar in (b) is greatly reduced compared to (a), reflected the lower 

sensitivity of MEGAN to LAI. 

 

 

Variable Description Standard Value 

LAI Leaf area index 5 cm2/cm2 

FMAT Fraction of mature leaves 80% 

FGRO Fraction of growing leaves 10% 

FOLD Fraction of old leaves 10% 

φ Solar elevation angle 60° 

𝛕PPFD PPFD transmission from top of atmosphere to canopy 0.6 

T Air temperature 303 K 

T24 Average air temperature of past 24 hours 297 K 

PPFDSUN Photosynthetic photon flux density (Sun leaves) 200 μmol/m2/s 

PPFDSHADE Photosynthetic photon flux density (shade leaves) 50 μmol/m2/s 

Table S1. Standard conditions for MEGAN 𝜸-factors as defined by Guenther et al (2006). Under 

these conditions, isoprene emissions are equal to the standard emission rate (EISOP = E0). We list 

here only the standard conditions which appear in the PCEEA implementation of MEGAN. Other 

standard driving variables, including wind speed and humidity, are only required when using the 

full MEGAN canopy environment model. 
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