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Abstract
Shock waves are common in the heliosphere and beyond. The collisionless nature of
most astrophysical plasmas allows for the energy processed by shocks to be partitioned
amongst particle sub-populations and electromagnetic fields via physical mechanisms
that are not well understood. The electrostatic potential across such shocks is frame
dependent. In a frame where the incident bulk velocity is parallel to the magnetic field,
the deHoffmann-Teller frame, the potential is linked directly to the ambipolar electric
field established by the electron pressure gradient. Thus measuring and understanding
this potential solves the electron partition problem, and gives insight into other com-
peting shock processes. Integrating measured electric fields in space is problematic
since the measurements can have offsets that change with plasma conditions. The
offsets, once integrated, can be as large or larger than the shock potential. Here we
exploit the high-quality field and plasma measurements from NASA’s Magnetospheric
Multiscale mission to attempt this calculation. We investigate recent adaptations of
the deHoffmann-Teller frame transformation to include time variability, and conclude
that in practice these face difficulties inherent in the 3D time-dependent nature of
real shocks by comparison to 1D simulations. Potential estimates based on electron
fluid and kinetic analyses provide the most robust measures of the deHoffmann-Teller
potential, but with some care direct integration of the electric fields can be made to
agree. These results suggest that it will be difficult to independently assess the role of
other processes, such as scattering by shock turbulence, in accounting for the electron
heating.

Plain Language Summary

Shock waves form when a supersonic flow encounters an immovable object. Thus,
ahead of the magnetic bubble formed by the Earth’s extended magnetic field, the flow
of charged particles emanating from the Sun known as the solar wind is shocked,
slowed, and deflected around the Earth. In dense fluids, the conversion of the incident
bulk flow energy into heat is accomplished by collisions between particles or molecules.
However, the solar wind is so rarefied that such collisions are negligible, and the energy
conversion involves more than one kinetic process that couples the different particles to
the electromagnetic fields. In particular, electric potentials are believed to control the
energy split between positive and negative particles. Measuring electric potentials in
space is challenging because there is no available zero “earth” potential. In this work,
we explore alternative measurements of the potential associated with the electron
physics. Some methods can be made to agree with direct determinations using the
measured electrons, but we conclude that despite the unprecedented data quality, they
are not sufficient to provide an independent determination of the potential. This poses
challenges in assessing other, non-potential physics that also influences the electron
energization.

1 Introduction

Shock waves in astrophysical plasma are almost always operating on scales that
are much smaller than the particle collisional mean free path. Such collisionless shocks
require plasma kinetic processes to decelerate the incident bulk flow and “dissipate”
that incident energy flux. These processes operate differently on the different plasma
species and electromagnetic fields, and over different scales. They are responsible for
preferential heating together with the acceleration to high energies of sub-populations
of particles (Kucharek et al., 2003). This unknown partitioning of the incident energy
lies at the heart of the shock problem. The bow shock formed by the interaction of
the supersonic solar wind flow with the Earth’s magnetosphere has long been a prime
laboratory for investigating collisionless shock physics thanks to its accessibility by
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ever-increasing high quality in situ satellite observations (Burgess & Scholer, 2015;
Schwartz, 2006; Schwartz et al., 2013; Krasnoselskikh et al., 2013; Tsurutani & Stone,
1985; Stone & Tsurutani, 1985; Scudder, Mangeney, Lacombe, Harvey, Aggson, et al.,
1986).

Feldman et al. (1983) documented the non-Maxwellian nature of electron dis-
tributions seen at the bow shock and within the magnetosheath. They showed that
the peak of the upstream solar wind distribution was accelerated toward the down-
stream region and eroded to leave a flat-topped sheath distribution. They noted that
the solar wind flow is sub-thermal as far as the electrons are concerned, and estab-
lished a framework in which electrons traverse, in both directions, a potential at the
shock itself. Later work (C. C. Goodrich & Scudder, 1984; Scudder, 1987; Thomsen,
Gosling, et al., 1987) pointed out that the potential seen by these electrons is not
the same as that which slows down the solar wind ions. In the traditional “Normal
Incidence” (NIF) frame, in which the upstream flow is directed along the shock nor-
mal, the magnetized electrons drift along the shock surface, giving up energy to the
motional −V ×B electric field.

de Hoffmann and Teller (1950) employed a different shock frame for their studies
of MHD shock waves. This “deHoffmann-Teller” (HT) frame slides along the shock
front (to keep the shock at rest) so that the upstream fluid velocity is aligned along
the magnetic field. Faraday’s Law ensures that this is also the case in the downstream
region. The HT frame has been used in studies of shock ion reflection (Sonnerup, 1969;
Schwartz et al., 1983), electron “heating” (Scudder, Mangeney, Lacombe, Harvey,
Wu, & Anderson, 1986; Thomsen, Mellott, et al., 1987; Schwartz et al., 1988) and
magnetopause reconnection (Khrabrov & Sonnerup, 1998; Paschmann et al., 2018)
amongst others. Particle energetics are simplified in the HT frame. From the brief
discussion above, we see that the energy gained (or lost) by an electron traversing
the shock provides a direct measure of the electrostatic potential in the HT frame, so
that the electron behavior and HT fields are intrinsically coupled. Establishing the
parametric dependence of the HT potential would solve the shock partition problem
as far as electron energization is concerned.

Measuring the cross-shock potentials directly is difficult in space due to calibra-
tion uncertainties in a floating potential environment, the absence or imbalance of
full 3D electric antennae, and other considerations. Attempts to do so are limited
(Dimmock et al., 2012; Cohen et al., 2019; Hanson et al., 2019). Electron kinetic ob-
servations provide proxy methods to evaluate the HT potential (Scudder, Mangeney,
Lacombe, Harvey, Wu, & Anderson, 1986; Schwartz et al., 1988; Lefebvre et al., 2007).
These proxies, however, cannot fully disentangle the role of such DC fields in inflating
the electron distributions, from the influences of wave-particle scattering (Wilson et
al., 2014; Stasiewicz & Eliasson, 2020), magnetic pumping (Lichko & Egedal, 2020)
and other processes that have been suggested to play a role in the electron physics.
Additionally, 3D global aspects such as curvature (Mitchell & Schwartz, 2013, 2014),
and shock ripples (Johlander et al., 2016) can influence the HT potential and electron
dynamics. There is a gulf between the idealized 1D steady MHD shocks for which
the HT frame was invented, and the dynamic, temporally and spatially varying shocks
observed in space.

Comis,el et al. (2015), revisited by Marghitu et al. (2017) (hereafter C&M), com-
pared direct integration of the HT potential in a 1D particle in cell simulation with
the electron behavior, and concluded that the standard HT transformation by a con-
stant velocity along the shock front resulted in HT potentials that disagreed with that
inferred by the electron behavior, being both larger in magnitude and opposite in sign
in their simulations. They introduced an “Adaptive Hoffmann-Teller” (AHT) trans-
formation that varied with space through the shock layer in such a way that the local,
instantaneous motional electric field vanished. Although this is no longer an inertial
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reference frame, the HT potential is linked to the frame invariant parallel electric field
and thus might be less sensitive to this non-inertial treatment than the field in other
frames of interest. It may be the case, though, that there is variability in the parallel
electric field due to waves and fluctuations or temporal variability that requires caution
when interpreted in terms of a cross-shock potential. Apart from divergences at nearly
perpendicular shocks, the frame transformation velocities are much less than typical
electron thermal speeds so that the electron energetics are also relatively insensitive
to the frame of reference.

C&M showed that this AHT approach agreed well with the electron determina-
tions of the HT potential profile. This intriguing result opens up the question about
whether such an adaptive approach can also work with spacecraft observations of real
shocks. We address this question here using the unprecendented high quality field and
particle data from NASA’s Magnetospheric Multiscale (MMS) mission.

The next sections summarize the data and our primary analysis methods. We
then present our Results and provide some Discussion before drawing our final Con-
clusions.

2 Data

Our primary results are drawn from the Magnetospheric Multiscale mission
(MMS) (Burch et al., 2016). We also used data from both the Wind (Harten & Clark,
1995; Wilson et al., 2021) and ARTEMIS (Angelopoulos, 2010) spacecraft to establish
the prevailing interplanetary conditions. The main analysis relies on MMS data from
the Fast Plasma Investigation (FPI) (Pollock et al., 2016), Fluxgate Magnetometer
(FGM) (Russell et al., 2016) and electric field instrumentation (Torbert et al., 2016;
Ergun et al., 2016; Lindqvist et al., 2016). We are interested in the quasi-static (DC)
electric shock potential. Deducing this from the direct measurement of the 3D electric
field (E) by MMS is complicated by a baseline offset which, when integrated, can be
as large or larger than the shock potential. The shorter spin-axis sensors contribute
a raw baseline offset up to ∼ 3 mV/m in the plasma conditions we are investigating
(Ergun et al., 2016). A small (< 0.5 mV/m) baseline offset in the spin plane of the
spacecraft comes from a sunward-directed electric field due to a small imbalance of
photoelectron currents (Lindqvist et al., 2016). These offsets can change if the plasma
conditions change. The medium-term (many minutes) electric field offset is routinely
removed by a calibration procedure that compares E to V×B and assumes the median
of E ·B = 0 over several minutes. A short-term (4 s) offset correction, such that the
median (not average) of E · B = 0, is applied to E‖ to correct for changing plasma
conditions. The remaining baseline offsets in E can be as high as 0.5 mV/m but are
often less. We shall see that one way to represent the shock potential of interest is
entirely through E‖.

Figure 1 summarizes the configuration of the MMS spacecraft on 2019-03-05. As
can be seen in Figure 1b, during this period the spacecraft were co-linear along their
common orbit with separations from 100–700 km. They traversed the Earth’s bow
shock traveling almost exactly along the shock normal. An overview of the plasma ob-
servations is given in the left of Figure 2 with a zoomed view spanning ∼ 3 min given in
Figure 2 (right). The FPI plasma instrumentation is not optimized for measuring the
cold solar wind ion beam nor the cool solar wind electrons, which adds both noise and
uncertainty to these measurements. The extended disturbed region upstream (later
times) of the shock is due to the presence of reflected ions in the shock foot and its
extension or reformation, visible after 19:40:00. That reformation structure occurs
simultaneously on all four spacecraft (see Figure 1) with systematically growing am-
plitude. Interestingly, even at MMS1 where this feature is relatively small in magnetic
field and density, for example, the electric fields there (panels (i) and (j) of Figure 2)
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Table 1. Solar wind and shock parameters

Parameter Value Units Comments

MMS2 Shock Crossing Time 2019-03-05 19:39:05 UT
MMS2 Location (10.1, -13.4, 6.85) GSE Re

Upstream field Bup (3.45, 2.47, -2.46) GSE nT MMS2 19:43:57–19:44:47
Proton density nupp 3.5 cm−3 Wind 3DP†

Proton velocity V upp (-402, 14, -5) km/s Wind 3DP
Proton temperature Tupp 5.9 eV Wind 3DP
Electron temperature Tupe 4.4 eV Wind 3DP
Plasma beta βup 0.6 total
Shock normal n (0.847, -0.482, 0.226) GSE (Slavin & Holzer, 1981)
θBn 76 deg
Inflow speed along n: V upn -341 km/s In shock rest frame
Shock Alfvén Mach MA 6.0
Fast Magnetosonic Mach Mf 4.9
Spacecraft separations: r21 ≡ r1 − r2, etc.
r21 · n -201 km
r14 · n -104 km
r43 · n -407 km
Shock motion along n: r21 · n/(t1 − t2), etc.
V shn,2→1 -7.4 km/s
V shn,1→4 -7.8 km/s
V shn,4→3 -1.3 km/s First encounter

†All Wind parameters are 20 minute averages lagged 65 minutes.

are comparable in amplitude to that at the main shock ramp at 19:39:30 (cf. Wilson
et al. (2014)).

Table 1 summarizes the underlying solar wind conditions and derived shock pa-
rameters. We have drawn on solar wind data from the Wind spacecraft, lagged by
65 minutes from Wind’s upstream location to the nose of the bow shock. In view of
its critical role in our analysis, we use a local MMS measurement to characterize the
upstream magnetic field, which is within 7 degrees of that observed by Wind. We use
an emperical shock model (Slavin & Holzer, 1981; Schwartz, 1998) to determine the
direction of the shock normal.

The times of the shock crossing at the different spacecraft are indicated by the
vertical dashed lines in Figure 1d-g, which intersect the mid-points of the full shock
ramp field profiles. MMS3 (Figure 1g) exited the magnetosheath briefly as the shock
motion stalled and reversed, before a final exit at 19:45. Table 1 shows that the
derived shock speed along the normal was almost the same between the first (2→ 1)
and second (1 → 4) spacecraft pairs before slowing down as MMS3 encountered it.
In our analysis we will draw primarily on data from MMS1 during the middle of the
nearly constant shock motion.

3 Background and methodology

3.1 Shock reference frames

We review the subject of electric fields at a shock here. We employ the standard
1D shock lmn coordinates in which the shock normal n points into the upstream
(unshocked) region, the upstream magnetic field Bup lies in the ln plane with Bupl > 0,
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Figure 1. Configuration of MMS on 2019-03-05. (a) MMS orbit outbound through the bow

shock, showing the relative positions of MMS1-4. (b) Detailed relative positions of the four

MMS spacecraft, showing their co-linear alignment which is along the orbit and therefore, from

(a) essentially along the shock normal. (c) Velocity space diagram of the coordinate systems,

velocities and transformation velocities illustrating their use (see text). (d)-(g) Magnetic field

magnitudes measured by the four spacecraft (dotted = full resolution; solid = 2 s averages). The

times corresponding to the mid-point of the shock ramps are located by the intersections of the

dashed horizontal and vertical lines in each panel. MMS3 (g) exited the magnetosheath briefly at

∼ 19 : 41 : 48 and for the second time at ∼ 19 : 44 : 56.
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and m completes the right-handed system as sketched in Figure 1c. For steady 1D
shocks, the downstream field should also lie in the ln plane, and in both NIF and HT
frames the normal, field and bulk flow velocities up- and downstream are coplanar. In
the NIF frame, the motional −V ×B electric field is along +m and, in steady-state
applications, is spatially uniform.

A word about notation. In the derivations below, we use subscripts to denote
component and species labels. Superscripts are reserved for descriptive labeling and
reference frame designation. We will consider transformations into different frames
(HT, NIF, etc.) and use a superscript “α” to denote a non-specified frame, which
will be identified elsewhere, e.g., α =HT. Frame transformations generally involve a
velocity shift that relates the fields in one frame to those in another, e.g., as illustrated
in Figure 1c. We denote by a superscript “T” any quantity that is used to specify or
calculate that velocity shift, so that, for example, VT,HT is the velocity shift required
to move into the HT frame. Although it is possible to transform directly between any
two frames, e.g., from the spacecraft frame to the HT frame, for ease of use, unless
otherwise stated we start in the NIF frame. The necessary transformation into the NIF
frame is given below. Finally, we will see, following C&M, that it is also convenient
to represent a frame transformation by a transformation electric field ET,α that can
be used to calculate VT,α. Depending on the frame, ET,α may or may not correspond
to an electric field that would be measured in a particular frame. Thus ET,α is the
transformation electric field employed in calculating the velocity shift VT,α to move
into the α frame, and Eα is the electric field measured in that α frame.

Collisionless particle motion is controlled by electromagnetic fields that are self-
consistent with the particle charge density and currents. However, the electric field is
not invariant under Gallilean transformation, and so analysis must specify the frame
of reference being used. Although the classic shock in a collisional fluid is usually
analyzed in the Normal Incidence Frame (NIF), in which the shock is at rest and the
incident bulk flow is directed along the shock normal, de Hoffmann and Teller (1950)
noticed that in a magnetized plasma there are benefits to transforming to a frame
in which the bulk flow is directed along the magnetic field. Faraday’s Law ensures
that in this frame this will be true in both the upstream and downstream regions,
as the m-component of E is zero and continuous. In this deHoffmann-Teller (HT)
frame, the motional −V ×B electric field vanishes, which makes particle motion and
energetics particularly simple. It has been employed in studies of particle energization
at shocks (Sonnerup, 1969; Thomsen et al., 1983; Schwartz et al., 1983; Wu, 1984),
in electron heating at shocks (Scudder, Mangeney, Lacombe, Harvey, Aggson, et al.,
1986; Thomsen, Mellott, et al., 1987; Schwartz et al., 1988; Lefebvre et al., 2007), and
plays a central role in other phenomena, such as magnetic reconnection (Khrabrov &
Sonnerup, 1998).

3.2 Shock electric fields

In the HT frame at steady 1D shocks, the only electric field is within the shock
layer itself, directed outward along the shock normal, and is intimately related to the
electron fluid behavior. This can be established by solving the electron momentum
equation for the electric field Eve in the electron fluid frame given the field E and flow
velocities in an arbitrary frame:

Eve ≡ E + Ve ×B = − 1

ene
∇ ·P

e
+ inertial and frictional terms (1)

The leading term, 1
ene
∇·P

e
on the right hand side of Equation 1, when defined in the

electron fluid rest frame, is the frame invariant ambipolar electric field Eamb. If we
evaluate Equation 1 in the HT shock rest frame, Eve → EHT since Ve ‖ B. Looking
at the right hand side, we see, that this field EHT , determined by the divergence of the
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electron pressure, is directed along the shock normal since the off-diagonal terms of
the pressure tensor, together with the inertial terms, are typically much smaller than
the diagonal terms.

Within the shock layer, the electron bulk flow velocity Ve drifts in them-direction
relative to that of the ions, but stays nearly parallel to the magnetic field in the
HT frame (Scudder, 1987). That drift, however, when viewed in the NIF frame, is
along the upstream motional electric field and results in the electron NIF energization
being substantially less than the ion energy loss to the NIF cross-shock potential
(C. C. Goodrich & Scudder, 1984).

It is also possible to project the electric field along the magnetic field by dotting
Equation 1 with a unit vector along B.

E‖ = − 1

ene

(
∇ ·P

e

)
·B/B (2)

Since E · B is frame invariant, E‖ in Equation 2 is frame invariant, which can also
be confirmed by its dependence only on the electron pressure divergence. Comparing
Equation 2 with the ambipolar field on the right hand side of Equation 1, which we
argued above is directed along the shock normal, we can re-write Eamb explicitly as:

Eamb = − n

ene

(
∇ ·P

e

)
·B/Bn (3)

3.3 Transforming to the HT frame

The transformation velocity VT,α from a shock rest frame into the HT frame is
found by finding the frame in which the flow and field are aligned, or equivalently in
which the components of the motional E tangential to the shock vanish. C&M do this
by looking at the specific El and Em expressions under frame transformation. These
considerations can be encapsulated in the following compact form:

VT,α = −n×ET,α/BT,αn (4)

where we remind the reader that we have used the superscript “T, α” to denote pa-
rameters associated with the transformation to the α-frame in anticipation of the
possible alternatives developed below. Interestingly, this formulation of VT,α, with
ET,α set to the measured field E in an arbitrary frame, will yield an electric field
Eα = E + VT,α × B that is associated with the frame invariant ambipolar field re-
gardless of the initial frame of reference. However, since by construction VT,α is
perpendicular to the shock normal n, it will only transform to the origin of the HT
frame if the shock is at rest in the initial frame (see, e.g., Figure 1c).

Equation 4 is the heart of our formalism. Below we illustrate its use in the
standard HT transformation as well as different adaptive attempts to generalise the
transformation in the case of non-steady and spatially varying fields. Figure 1c illus-
trates the different vectors and frames used in the remainder of the paper, showing
in particular how the transformation to the HT frame derived in the next section is
accomplished. For convenience, Figure 1c is sketched in 2D, e.g., in the NIF nl plane.
In practice, the spacecraft origin and associated vectors (colored brown in the figure),
instantaneous B(t) and adaptive transformation velocity VT,AHT will typically have
components in the m direction, which is into the plane of Figure 1c.

3.4 Spacecraft to NIF to HT frame

Although it is both possible and practical to transform fields directly from the
spacecraft frame of reference to the HT frame and its adapted variants, in expositions
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below we start from the NIF frame, which moves relative to the spacecraft frame at a
velocity

VSC2NIF = V shn n + n×
(
Vup,SC × n

)
= V shn n + Vup,SC − n

(
Vup,SC · n

)
(5)

where V shn is the signed shock velocity relative to the spacecraft along the shock normal,
and Vup,SC is the constant upstream (“up”) flow velocity measured in the spacecraft
frame (see Figure 1c). From (5) we see that the upstream flow velocity in the NIF
frame is purely along the shock normal, since

Vup,NIF = Vup,SC −VSC2NIF

= Vup,SC − V shn n−Vup,SC + n
(
Vup,SC · n

)
≡ V upn n (6)

where V upn is the signed component of the upstream flow velocity along the shock
normal in the NIF, or any other, shock rest frame. We then find the NIF electric field
as

ENIF = ESC + VSC2NIF ×B (7)

Starting from the NIF frame, the electric field in the α-frame following transfor-
mation using VT,α from (4) is

Eα(t) = ENIF (t) + VT,α ×B(t) (8)

= ENIF (t)−
(
n×ET,α/BT,αn

)
×B(t) (9)

= ENIF (t)−ET,αBn(t)/BT,αn + n
(
ET,α ·B(t)

)
/BT,αn (10)

where we have shown the time dependence as a shorthand for both spatial and temporal
dependencies of the fields. In the adaptive forms introduced by C&M, some of the
ingredients in VT,α are also not constant. We shall assume throughout that the shock
normal n is constant (see Section 5).

3.5 Standard HT transformation

In general, the action of the middle term in Equation 10 attempts primarily
to cancel out the NIF tangential field components. The field along n involves all
three terms to some extent. So, for example, the traditional transformation from
the NIF frame to the HT uses constant upstream values for the transformation, i.e.
ET,HT = −Vup × B. Noting that in the NIF frame Vup has only an n component,
this yields

ET,HT = −V upn n×Bup with BT,HTn = Bupn (11)

VT,HT = +n× (V upn n×Bup) /Bupn (12)

EHT = ENIF (t) + V upn n×BupBn(t)

Bupn
− n (V upn n×Bup) ·B(t)/Bupn (13)

For strictly 1D shocks, Bn is constant in space and time, so the fraction in the middle
term of Equation 13 is unity. This term then cancels the NIF upstream tangential
(m-component) electric field. From the last term we see that the normal component of
EHT is the same as that in the NIF frame unless the local magnetic field has a non-zero
component along this m ≡ n × l direction. This role of non-coplanar magnetic fields
within the shock layer in making the cross-shock electric fields, and hence potentials,
different in the HT and NIF frames is at the heart of this subject (C. C. Goodrich &
Scudder, 1984; Thomsen, Gosling, et al., 1987).
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3.6 Adaptive HT transformations

C&M introduced an adaptive approach which followed variations of the fields
by using a non-constant local frame transformation to remove the tangential electric
field at every point. In the simple case of constant flow velocity, this is equivalent to
letting the HT origin in Figure 1c move horizontally (i.e., in the lm-plane), to keep the
shock at rest and to follow the variations in B(t). This prescription ensures that the
flow velocity stays aligned with B. The red-dashed arrow labelled VT,AHT shown in
Figure 1c illustrates this simple case. The formalism developed by C&M and used here
uses the measured electric field in ET,AHT (Equation 14 below) and thus implicitly
follows variations in the motional −V ×B field that are generated by any variations
in the flow velocity as well as variations in B.

C&M’s method (see Marghitu et al. (2017) Equation 5b) in our framework simply
uses the local electric field ENIF (t) in the NIF frame as the transforming electric field
ET,α in Equation 4, which yields the following set of relations:

ET,AHT = ENIF (t) with BT,AHTn = Bupn (14)

VT,AHT (t) = −n×ENIF (t)/Bupn (15)

EAHT = ENIF (t)

(
1− Bn(t)

Bupn

)
+ n

(
ENIF (t) ·B(t)

)
/Bupn (16)

In the 1D case applicable to C&M’s simulations the first term in Equation (16) vanishes
leaving EAHT with only a normal component related explicitly to the frame-invariant
parallel electric field as it should. In the 2D and 3D case, where the magnetic field
component along the (assumed) constant normal direction varies, Equation (16) shows
that not only is that cancellation of the tangential electric field in the first term im-
perfect, but that there can also be an influence on the normal component EAHTn from
this term that can be significant and of varying sign depending on the instantaneous
Bn(t). We shall see later that this influence and related considerations suggest that
seeking an appropriate frame transformation velocity of any kind is less satisfactory
than methods which either use proxies for the electric field in the HT frame, or which
focus from the outset on the parallel electric field directly.

The formal cancellation problem can be alleviated by extending the AHT to use
the full time/space dependent fields. Simply insert Bn(t), in the frame transformation
specification (Equations (14)–(15)) in place of the constant Bupn in those equations,
and hence in Equation (16). We call this the “AHTt” transformation. It solves the
tangential field problem at the expense of making EAHTt proportional to 1/Bn(t)
which, unlike the 1D case, can lead to singularities:

EAHTt = n
(
ENIF (t) ·B(t)

)
/Bn(t) (17)

3.7 Shock potentials

Armed with estimators Eα of the electric field in the HT frame (e.g., α =
HT, AHT, AHTt), the potential profile in the HT frame can be found by integration
through the shock layer:

φα(n) = −
∫ n

Eαn (t) dn = −
∫ s‖

Eα‖ (t) ds‖ (18)

where n and s‖ are coordinates along the shock normal and magnetic field respectively.
We use the multiple spacecraft observations to determine the shock velocity V shn ,
assumed to be constant, along the normal relative to the spacecraft. This enables us
to write dn = −V shn dt and hence we evaluate the potential profile

φα(t) = V shn

∫ t

to

Eαn (t) dt (19)
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up to some arbitrary constant.

C&M evaluated the standard φHT directly from the electric fields in their simula-
tions based on these steady state formulations and found that it gave poor agreement
with the electron behavior, even to the extent of implying the electrons should deflate
(“cool”) in their simulation instead of the observed inflation. Although there can be
significant differences between the electric fields in simulations vs. nature (Wilson et
al., 2021) the electron behavior should always be self-consistent with the fields in both
cases. They cross-checked the electron response by Liouville mapping the electron dis-
tributions (Scudder, Mangeney, Lacombe, Harvey, Wu, & Anderson, 1986; Lefebvre
et al., 2007; Schwartz et al., 1988), and also calculated the integrated ambipolar field
directly.

The adaptive extension of HT analysis to time-varying systems worked well in
the simulations reported by C&M. However, careful inspection of the derivation shown
here reveals that the application to 2D or 3D time-variable shocks is both unclear and
danger-ridden. In the 1D case, both the shock normal n and, thanks to ∇ · B = 0,
the normal component of the magnetic field Bn are constants. In 2D or 3D, allowing
Bn to vary in time opens up the possibility for incomplete cancellation of ENIF in
Equation (16) or large jumps in φAHTt(t) whenever the local Bn passes through or
close to zero. We have not found an approach that enables n(t) to be determined, nor
is there any guarantee that Bn would be better behaved if we did. Below we compare
the various estimators of φ using high quality in situ spacecraft data. None of these
methods overcomes the intrinsic difficulty of measuring DC-coupled electric fields in
space over the scales of a shock traversal.

3.8 Electron behavior

For nearly all shocks in the heliosphere, the bulk flow velocities, together with
the shock velocities, are much smaller than the electron thermal speeds. In the absence
of collisions, electrons travel along the field lines in both directions across the shock.
Those traveling into the shock from the upstream (unshocked) side get accelerated by
the HT potential while those traveling away from the shock get decelerated. This leads
to electron distributions that are “inflated”, (Scudder, Mangeney, Lacombe, Harvey,
Wu, & Anderson, 1986; Scudder, 1995) i.e., broader - in both directions - in the
downstream region than in the upstream one, giving the impression that the electrons
are heated from upstream to downstream. While this is the consequence at the fluid
level, it is clear that the collisionless particle behavior is more subtle.

The inflation of electron phase space is linked to the HT cross-shock potential,
φHT , which is found by integrating EHT across the shock. In a shock rest frame this
potential will be path independent, and can be found by integrating, e.g., along the
shock normal. A magnetized electron will follow the field line, and its energization is
equivalent to integrating the parallel projection of E along the field line. It is important
to recall that the bulk flow velocity is small compared to the electron thermal speed.
Electrons from the downstream region can overcome the potential and lose kinetic
energy as they emerge to stream upstream away from the shock.

We exploit the electron single particle behavior described above to calculate
φLiouville using Liouville’s Theorem. We perform this by transforming the electron
distribution functions into the steady-state HT frame based on upstream plasma pa-
rameters. We approximate the distribution f(v‖, v⊥ = 0) at zero magnetic moment
by averaging over a range of pitch angles within 30◦ of the ± magnetic field direction.
We average the resulting distribution function f(v‖) within the upstream region to use
as a reference distribution fref (v‖), that we then represent by fitting a κ-distribution.
For each measured f(v‖, t) we find the local φ(t) that minimizes the least squares dif-
ference between fref shifted by an energy eφ(t) and the measured ones over a range
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of values of f that correspond to being close to but beyond the edge of the down-
stream flattopped distribution. We do this separately for electrons traveling parallel
to the magnetic field, corresponding in our example to electrons traveling upstream,
and anti-parallel electrons.

Note that this procedure maps incoming electron trajectories forward in time
and outgoing electrons backward in time from the fref to f(v‖, t). Technically, Li-
ouville’s theorem requires following each electron trajectory to other points on that
same trajectory. In addition to time-variability, those trajectories also drift tangen-
tially along the shock surface (C. C. Goodrich & Scudder, 1984). We assume here that
the distributions are quasi-steady in time and space in order to use a snapshot of the
upstream distribution to map to all other locations and times. We assume that the
electrons conserve their first adiabatic invariant, namely their magnetic moments µm.
We focus on field-aligned electrons with µm = 0 as this removes dependency on the
magnetic profile.

One example of this procedure is shown in Figure 3 below. The blue fκ curves
are fits to the upstream averaged reference distribution drawn in green. The reference
interval is delineated by magenta dashed lines in the bottom panel. We shift those
blue κ-fits by an energy eφ. Considering only the values of f(v‖) within the dashed
horizontal mapping limits, we find the value of φ that makes the shifted distribution
best match the red observed distribution fobs(v‖, t). The shifted fmapped distributions
are shown in red.

The effect of the HT velocity transformation can be seen in the asymmetry at
low energies and by the steeper (shallower) f(v) in the anti-parallel (parallel) direc-
tion. Phase space densities above the flat-top values in the anti-parallel direction are
probably also contaminated by secondary or photoelectrons of spacecraft origin. The
mapped distributions (black) fit the parallel (upstream or sunward) electron distribu-
tion well. The anti-parallel (incoming) mapping fit is poorer. It is not clear if this can
be attributed to the uncertainties in or influence of the HT transformation, or if other
energization mechanisms operate specifically on the incoming (anti-parallel) electron
population. The lower panel of Figure 3 shows φLiouville for the separate populations
and the locations of the reference distribution (magenta interval) and the example in-
stance used in the top panel. Generally, the anti-parallel φLiouville is noisier, although
both potentials agree well through the main shock ramp. The Liouville mapping esti-
mator for φ is unique in that it does not require an explicit spatial integral and thus
is immune to errors in determination of the shock speed.

3.9 Summary of φHT estimators

The analysis and derivations performed in the previous sub-sections lead to a
number of possible estimations of the cross-shock de Hoffmann-Teller potential. We
employ several alternatives for illustration and comparison purposes. Specifically, we
calculate:

1. φHT = V shn
∫
EHTn (t) dt ≡ V shn

∫ (
ENIF (t) + VT,HT ×Bup

)
· n dt

using Equation (11) or (12). This is the traditional method using static upstream
values for the (constant) frame transformation velocity.

2. φAHT = V shn
∫ (

ENIF (t) + VT,AHT (t)×B(t)
)
· n dt

using Equation (14) or (15). This is the conservative application of C&M’s adap-
tive de Hoffmann-Teller transformation, with a time dependent transformation
velocity but retaining Bn = constant.

3. φAHTt = V shn
∫ (

ENIF (t) + VT,AHTt(t)×B(t)
)
· n dt

which is the full näıve application of the adaptive transformation that uses Bn(t)
in the frame transformation to reach Equation (17).
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Figure 3. Illustration of the Liouville mapping determination of the deHoffmann-Teller po-

tential. The top panel shows the reference distribution (green) which is an average of electrons

travelling with pitch angles in the range 0 − 30◦ or 150 − 180◦ over the interval delineated by the

magenta dashed lines in the lower panel. The blue curves show the κ-distribution fits to those

reference distributions. The least squares method of mapping within the dashed mapping limits

result in a shift of the reference distributon to the black fmapped. This example was drawn from

the time downstream of the shock overshoot indicated by the dashed blue line in the bottom

panel. The bottom panel shows the time series of φ(t) determined by repeating this process for

all times separately for electrons within 30◦ of being field-aligned (black) and anti-parallel (red).

All data are drawn from MMS1.
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4. φ‖ = −
∫
E‖(t) ds‖ ≡ V shn

∫
E‖(t)B

up/Bupn dt
which is a direct integration (see Equation (18)) of the special E‖(t) data prod-
uct provided by the electric fields instrument team. This does not require the
calculation of a frame transformation thanks to the frame invariance of E‖. How-
ever, we employ static upstream fields and a determination of the shock normal
velocity V shn in the spacecraft frame to convert from dn to ds‖. This enables a
direct comparison with φHT . Additionally, this calculation does not require any
down-sampling of the electric field to the cadence of other measurements.

5. φve = V shn
∫

(E(t) + Ve(t)×B(t)) · n dt
which integrates the left hand side of the electron momentum equation (1).
Despite the fact that this is the electric field in the electron frame rather than
a shock rest frame, it is equivalent to the ambipolar Eamb from equation (3)
and hence can be integrated to estimate φHT . In essence, it removes all the
contributions to the motional electric field, including those along the shock
normal direction. Unlike the various forms using V T,α, φve integrates quantities
measured in the spacecraft frame without any additional frame transformations.

6. φamb =
∫ 1

ene

dPe,nn
dt

dt

which is a direct integration of the right hand side of the electron momentum
equation (1) again assuming that the diagonal pressure term dominates. Note
that the shock velocity does not appear here as the spatial integration of the
weighted spatial derivative of Pe,nn is converted directly into the time domain.

7. φLvl0,
the Liouville-mapped determination of φ as described in the preceding section
and illustrated in Figure 3. We use the parallel rather than anti-parallel estima-
tor as discussed in relation to Figure 3. Unlike the other estimators of φ, φLvl0

is not the result of an integration; it provides the absolute potential relative to
the location of the reference fref (v||).

4 Results

In this section we apply these concepts to the data taken by MMS as summarized
in Figure 2 and Table 1. Figure 4 shows all the estimators discussed in the preceding
section. The ambipolar and Liouville-mapped potentials (φamb and φLvl0) agree well
with one another. This is not surprising as they both are proxies for the overall inflation
of f(v), although the very detailed match seen in panel (e) is perhaps not guaranteed
given that one is an integral. These two electron-based potentials provide the standard
against which all the other forms involving electric field measurements should be tested
(Comis,el et al., 2015; Marghitu et al., 2017). For all integrated potentials, we choose a
common point at the base of the shock ramp (t ∼ 19 : 39 : 43) to be φ = 0. Several of
the potentials drift away from being constant farther upstream or downstream. This
drift could be indicative of small offsets in the measured fields, as discussed further
below. There is no a priori reason for such offsets to be constant across the entire
interval under investigation.

We preface this section with a note of caution. It is not possible to separate com-
pletely the limitations of approaches that employ the DC electric field measurements
for the HT transformation velocities and resulting integrations of those fields from the
uncertainties related to the measurement and calibration of the fields themselves.

Panel (b) of Figure 4 reveals that the fully time-dependent extension of the adap-
tive HT concepts developed by C&M results in large discrete steps in the integrated
potential φAHTt (magenta curve). Much of this curve extends beyond the limits of
the panel. These steps can be traced to locations where the normal component Bn(t)
of the magnetic field approaches or passes through zero. At these locations, the adap-
tive HT transformation velocity (Equation (15) with Bupn replaced by Bn(t)) becomes
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(a)

(b)

(c)

(d)

(e)

Figure 4. Comparison of different estimators for the HT potential profile through the shock

shown in Figure 2, with the magnetic field for reference in panels (a) and (c) in shock normal

lmn coordinates. Panel (b) plots all seven estimators enumerated in the preceding section. The

bottom set of panels focuses on the region in the vicinity of the main shock ramp. Panel (e) in-

cludes a re-calculation (magenta) of φ‖after adding a constant offset of +0.16 mV/m to E‖. Note

that all integrated potentials have employed integration constants to make the potentials zero at

the base of the shock ramp, i.e., at 19:39:43.

–16–



manuscript submitted to Journal of Geophysical Research

infinite, the field is locally tangent to the shock surface, and the path along the field
becomes infinite. These conditions cannot occur in strictly 1D simulations where Bn
is constant in space and time. The extent of the variability in Bn(t) can be seen in
the red traces of Figure 4a,c.

The more conservative application of C&M’s adaptive HT transformation results
in φAHT (cyan). This treats Bn as constant, drawn from the undisturbed upstream
environment. This clearly deviates from the strict objective of C&M’s analysis, namely
to make the tangential electric field vanish or, equivalently, to make the local electron
bulk velocity aligned with the magnetic field. These remnant tangential fields could
be the result of non-planarity (e.g. shock ripples Lowe and Burgess (2003); Johlander
et al. (2016)), time dependence or both in more realistic 2D or 3D time-dependent
shocks. Figure 4d shows that this φAHT (cyan) is larger in magnitude than the electron
estimators, with a deep negative excursion within the shock ramp. The main potential
change of ∼ 400 V is comparable to that in the classic constant V HT approach (black)
from Equation (12).

Two estimators do not involve directly a HT transformation, but instead work
with estimators of E‖. They either integrate E‖ directly (φ‖ - blue) or effectively trans-
form into the electron frame of reference (φve - brown). Interestingly these two esti-
mators agree with one another, demonstrating that the instrumental cross-calibrations
are good and that the parallel component of the general E agrees well with the special-
ized E‖ data product. Their main change through the steepest part of the shock ramp
of ∼ 80 V is comparable to that found by the electron estimators φamb and φLvl0. As
shown in the magenta trace in Figure 4e, adding a constant offset of 0.16 mV/m to the
experimental determination of E‖ flattens the profile of φ‖ upstream of the shock and
brings the potential profile into agreement with φamb. This same parallel offset would
apply to φve.

5 Discussion

The results of this work can be grouped into three categories of estimators for
the HT potential profile across a shock:

Electron ambipolar (φamb) and kinetic (φLvl0) estimators probe directly the elec-
tron pressure gradient source of the electric field in the HT frame via the electron fluid
equation and its influence on the motion of individual electrons that traverse the
shock via the Vlasov equation and Liouville’s Theorem. These two estimators agree
extremely well with one another in the MMS data presented here. Neither relies on
details of the shock parameters or motion (with the exception of the normal direction
for φamb as discussed below) nor transformation to a shock rest frame. This makes
these estimators insensitive to knowledge of or errors in the shock and ambient plasma
conditions.

The Liouville technique is powerful. It convolves details of the particle distribu-
tion over a restricted range of energies and phase space. It is the standard used by
C&M, and historically. It does require assumptions about shock stationarity. How-
ever, deviations in the Liouville mapped vs. observed distributions can also provide
indications of regions in phase space where waves or other processes must be playing
significant roles in shaping or energizing electrons. For such applications, mapping a
range of different pitch angles may be informative (Lefebvre et al., 2007) in separating
the potential vs. non-stationary physics.

The ambipolar estimator requires good moments of the full electron distribution,
and assumptions (which can be quantified) concerning the off-diagonal elements of P

e
.

Technically, it also requires determination of the shock normal. In practice, since the
electron pressure is nearly isotropic, this is of secondary importance. Although this is
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an integrated potential, it is the integral of a weighted time derivative and does not
suffer the same kinds of drifts seen in electric field methods below.

The second group of estimators focus on extracting the parallel electric field via
either its direct measurement (leading to φ‖) or a calculation of the electric field in
the frame of the electron fluid (leading to φve), essentially by evaluating the left hand
side of the electron momentum equation (1). These two methods also agree well with
one another. They do not immediately agree with the electron-only estimators φamb

and φLvl0 although they do show a similar increase across the steepest portion of the
shock ramp. It is also clear that there is a systematic drift in these potentials from
the sloping nature of their upstream profiles in Figure 4b,e. This drift is likely the
result of a baseline offset that was not fully corrected in calibration of E‖; a constant
offset addtional electric field would add a sloping line to the integrated potential. We
added a constant ∆E‖ ∼ +0.16 mV/m, which is within the uncertainty of the baseline
offset in E (see Section 2), to the parallel electric field. This flattened the resulting φ‖

potential profile immediately upstream and brought it closer within the main shock
ramp to the two electron-based potentials, as demonstrated by the magenta trace in
Figure 4e. We stress here that there is no a priori reason for the offset to be constant,
especially in regions where the plasma conditions are changing.

For comparison to our ad hoc additon of a 0.16 mV/m offset, our inferred poten-
tial increase across the shock of ∼100 V occurs over a timescale of 20 s, corresponding
to a distance of ∼ 150 km. Thus the DC HT electric field is ∼ 0.7 mV/m. This esti-
mate reveals the challenges involved in relying on direct electric field measurements to
determine the cross-shock HT potential in the face of much larger fluctuating fields and
the uncertainties in field offsets. Our primary conclusion here is that in the absence of
corroborating electron-based determinations of the potential, the field measurements
on their own cannot provide an independent and accurate determination of the HT
potential profile.

The third group of estimators involve transforms by a tangential velocity VT,α

into an HT frame in which the tangential electric field vanishes. C&M have shown
already that the traditional approach (cf our φHT ), which makes the constant asymp-
totic upstream tangential field vanish, does not do a good job in the case of 1D time-
dependent particle in cell simulations. Its shortcomings in the present work (φHT ) are
therefore not surprising. Their adaptive HT approach works well in their simulations,
where the shock is strictly planar and the normal component Bn is constant. Applying
their approach in this manner, with constant Bn = Bupn , to real data shows that these
assumptions do not work well in practice (φAHT ). We have explored an extension of
their work, to allow for the temporal variations of Bn, but not the direction of the
normal vector n itself. That result (φAHTt) contains large jumps in φ that can be
attributed to locations where Bn(t) passes close to/through zero. Our discussion fol-
lowing the derivation of these adaptive forms in Section 3.6 anticipated the difficulties
of the adaptive forms due to such locations and/or to the incomplete cancellation of
the NIF motional electric field.

6 Conclusions

In this paper we have investigated methods for determining experimentally the
electrostatic potential profile across collisionless shocks, concentrating on the contri-
bution from the frame-invariant electric field parallel to the magnetic field. This po-
tential is known as the deHoffmann-Teller (HT) potential since, in idealized 1D steady
shocks it corresponds to that measured in the deHoffmann-Teller frame (de Hoffmann
& Teller, 1950) in which the upstream, and downstream, flows are field-aligned and
hence the −V × B motional electric field, which is the only field tangential to such
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shocks, vanishes. We have exploited state-of-the-art in situ plasma and field data from
the NASA MMS mission. Our results provide answers to two key questions:

In the case of non-ideal, temporally and spatially varying conditions, does the
adaptive HT transform put forward by Comis,el et al. (2015) and elaborated in Marghitu
et al. (2017) offer the same improvements that it appears to do in 1D time-dependent
particle in cell simulations? Irrespective of the quality of the electric field data, our
analysis reveals short-comings of this adaptive approach that arise from the non-
constant nature of the normal component of the magnetic field in 2D or 3D time-
varying shocks. We explored further extensions of these adaptive ideas without suc-
cess. There may be additional algorithms which could further extend this approach,
but we are not aware of any.

Is it possible to measure particle and field parameters with sufficient accuracy to
make reliable estimates of the integrated quasi-DC potential profile across collisionless
shocks? Our results suggest a qualified “no” answer here. For some of our estimators,
it is not possible to disentangle data quality/calibration issues from those related to
assumptions of the various adaptive HT schemes. Algorithms that utilize a direct
measure of the frame-invariant parallel electric field, either directly as a specialized
data product or indirectly by transforming into the electron bulk flow frame (which
requires high quality electron velocity-space moments), show variations with the right
size and character, but superimposed on a larger scale DC component that may be
attributable to small baseline offsets that remain after calibration. However, we would
stress here the difficulties in calibrating DC field measurements in the highly variable
conditions found in space, and also in particular across boundaries separating very
different plasma conditions. In this sense, weaker interplanetary shocks, which take less
time to go past the spacecraft and which have smaller changes in plasma parameters,
provide more consistent fields measurements (Cohen et al., 2019).

We have used two standard methods as our prime measures of HT potentials.
One used Liouville’s theorem to map electron trajectories from the upstream to the
downstream populations. This technique makes few demands on the particle and field
measurements other than a consistent phase space calibration over a restricted range of
energies and phase space densities, and the use of magnetic field data to determine the
distribution in pitch angles. The field-aligned electrons are sufficient for this purpose,
but the full pitch-angle space can also be employed (Lefebvre et al., 2007). The other
method integrates the gradient in electron pressure, with some assumptions about
gyrotropy and off-diagonal elements. These two methods are quite stable and agree
quantitatively with one another. This agreement highlights the excellent quality of
the MMS FPI data, although previous studies have been done many times with good
success (Scudder, Mangeney, Lacombe, Harvey, Wu, & Anderson, 1986; Lefebvre et
al., 2007; Cohen et al., 2019).

This work is based on the premise that the dominant influence on the electron
phase space inflation at collisionless shocks is the result of electron interaction with DC
shock fields. This idea, first put forward by Feldman et al. (1983) and then developed
further (Scudder, Mangeney, Lacombe, Harvey, Wu, & Anderson, 1986) and applied
(Schwartz et al., 1988; Lefebvre et al., 2007) (see Scudder (1995) for a review), is
consistent with the reported electron beams seen within the shock transition and, e.g.,
the coherent reflection of ions at quasi-perpendicular shocks (Paschmann et al., 1982;
Madanian et al., 2021). These processes point to the presence of coherent, DC fields.

We have assumed throughout that electrons remain magnetized through the
shock layer. Typically this is a good assumption, although some crossings or sub-
structures may violate this assumption (Schwartz et al., 2011; Balikhin et al., 1993;
See et al., 2013).
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It is clear that waves or other scattering processes are required to fill in voids left
in electron velocity space (Scudder, Mangeney, Lacombe, Harvey, Wu, & Anderson,
1986) and to account for other distortions or features seen in the data. Shocks are
known locations for a plethora of wave modes (K. A. Goodrich et al., 2018). Some
work suggests that most if not all the electron phase space inflation, often referred
to simply as heating, can be attributed to wave-particle interactions (Wilson et al.,
2014; Stasiewicz & Eliasson, 2020) combined perhaps with magnetic pumping (Lichko
& Egedal, 2020). Other work has concentrated on short-scale electrostatic structures
within the shock transition (Chen et al., 2018). These structures are more amenable
to direct DC field measurements, and may also be the building blocks of the overall
shock profile, bridging the AC and DC worlds.

Future work will need to assemble all parts of this puzzle, which lies at the
heart of the dynamics and energy partition at collisionless shocks. If electric field
data on its own could be used to determine the HT potential profile with sufficient
accuracy and certainty, mapping electron trajectories through that potential would
point to regions in phase space where discrepancies would implicate specific electron-
kinetic wave modes, nonlinear structures or other physical processes by their kinetic
signatures. Our conclusion that direct integration of the measured electric fields is
difficult to achieve with the necessary certainty nonetheless points to the need to
examine fine details of the electron phase space distributions themselves for clues to
help address this problem.
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