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Abstract Seismic magnitude has been an indistinct concept since modern seismology18

was established. The author discusses it thoroughly , provides an general expression19

of definition that is only relevant to the source characteristics and explains the20

magnitude conversion problem physically. Based on the essential understanding of21

magnitude estimation problems, the author introduces a method called two-way fixed22

effects regression, which has been applied in seismology since Keiiti Aki studied the23

properties of coda waves. A series of check tests are carefully designed to examine the24

hypotheses of this method and then the author applies it to the error analysis of the25

peak ground acceleration magnitude. The source, path and site errors are estimated by26

this approach and the robustness of separation is checked. The acquired knowledge27

about the errors in magnitude estimation may help us to improve the precision of28

magnitude estimation during earthquake early warning.29

30

Plain Language Summary31

The purpose of seismology is to explain all the phenomena associated with32

earthquakes by studying the laws behind them. To find these laws, the first effort33

should be to describe the many earthquakes. However, in general, deep insight into34

these laws is needed to adequately characterize earthquakes. Seismic magnitude is a35

quantity introduced soon after modern seismology was established to categorize36

earthquakes but is still a concept that troubles geophysicists, as there are many37

fundamental seismological problems that have not yet been answered thoroughly. In38

this paper, the author tries to give a strict definition of magnitude and analyze the39

errors in it quantitatively from a statistical perspective. Two-way fixed effects40

regression allows part of the relation to be nonlinear; thus, it is an appropriate tool to41

explore the complicated laws behind earthquake phenomena. This paper explains the42

theoretical assumptions and physical meanings of this statistical technique and applies43

it to separate the fixed effects of different factors that affect the amplitude of seismic44

record.45

46

1. Introduction47



The seismic magnitude is an estimated parameter of the relative size of an earthquake48

(Bormann et al., 2013). The ‘estimated parameter’ here suggests that (1) this value49

contains a considerable error and often not the direct measure of the earthquake size;50

(2) this value is a parameter estimated from a certain sample (not the population), for51

instance, the amplitudes recorded by a local, nationwide, or even worldwide52

seismographic network but anyway from limited points on the ground; and (3) the53

magnitude of an earthquake may be multivalued, whereas the size should be only, as54

different observers can estimate the size from different perspectives, such as the55

duration of the quake (duration magnitude Md), the maximum amplitude of the body56

waves (body wave magnitude Mb) or surface waves (surface wave magnitude Ms).57

However, the word ‘size’ in this definition is ambiguous and consensus-less. Bormann58

(2013) tends to regard the radiated energy (energy magnitude Me) as the size of an59

earthquake, as this value relates directly to the potential damage of an earthquake. On60

the other hand, the United States Geology Survey (USGS) practically uses the work61

done by the stress (moment magnitude Mw) as the preferred published magnitude62

(USGS, 2023a). Moreover, the difference between these two fundamental physical63

quantities is a scale factor known as the seismic efficiency.64

65

Although the seismic magnitude is statistical and error-significant, we have little66

knowledge about the statistical properties of the magnitude or its error. For a67

theoretical point-shaped source, the amplitude of a certain earthquake at a certain68

station is relevant to the size of the earthquake, the source spectrum and the dominant69

frequency of the observed component, the angle between the earth’s surface and the70

fault plane or the focal mechanism, the attenuation on the propagation path, the71

radiation pattern and the direction of the station relevant to the source, and the site72

amplification of the station, while the current magnitude formula usually estimates the73

magnitude from the amplitude after nonexact and empirical corrections of attenuation.74

In other words, the errors from the prevailing magnitude estimating techniques are75

typically variable-omitting biases, as they take too few factors into account.76

77
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The bias from omitting source-related properties cannot be reduced by averaging the78

measured values of multiple stations, while it is popular that some official agencies79

and scholars treat the standard deviation as the uncertainty of the magnitude. On the80

website of the USGS, one can easily find such instances (USGS, 2023b). In fact, the81

uncertainty consists of fixed bias (systematic uncertainties) and stochastic error82

(random uncertainties) (Taylor, 2022), and the estimation of magnitude from multiple83

measurements is not definitely an unbiased estimation. Furthermore, different84

magnitudes of the same earthquake may be inconsistent. (‘Consistency’ here is also a85

statistic term. This means that the estimation converges to the true value as the86

quantity of samples increases. Obviously, the true value should be only. Therefore, we87

generally state that all the consistent estimations are consistent, as they have the same88

limit.) Seggern (1970) reported that the focal mechanism exerts a different influence89

on body and surface waves: the variation in the focal mechanism may enhance one90

while suppressing the other. This will be incomprehensible if both the body wave91

magnitude and the surface wave magnitude are consistent estimations of the92

earthquake size.93

94

The bias in magnitude estimation is annoying but nearly inevitable. Physically, this is95

partly caused by the regular deployment of seismometers, which are all installed near96

the surface of the earth and violate the principle of random sampling. Mathematically,97

there are various methods to address fixed bias or endogeneity and obtain a consistent98

estimation. In this paper, the author will apply two-way fixed effects regression99

(2-FER) to the magnitude estimation to treat this endogeneity problem.100

101

Numerous seismometers have acquired massive amounts of seismic data on102

earthquakes. However, during the regression of the magnitude estimating formula,103

geophysical researchers are attempting to determine a calibration function that is used104

to correct the attenuation on the path by records over decades and even centuries105

(Bormann, 2013). As discussed before, it will not help to obtain a fine estimation to106

simply increase the data volume and wastes the massive acquired information to107



finally obtain only one or two parameters in the equation. A large amount of data108

(called panel data in statistics in our problem) provides the possibility for conducting109

complex statistical methods and motivates us to mine the information inside the raw110

data and interpret it.111

112

Some researchers have realized that simple linear regression is not a proper tool to113

analyze the magnitude problem, while they introduce orthogonal regressions to the114

magnitude regression problem (Bormann, 2013; Das et al., 2018). However, a good115

orthogonal regression requires knowledge of the error deviation ratio between the116

magnitude and the earthquake size (Das et al., 2018), but this knowledge is not yet117

quite clearly derived. The error analysis of magnitude is also important because118

without this knowledge, it is difficult to distinguish errors and fallacies. For example,119

the difference in the local magnitudes of earthquakes on the junction between Sichuan120

and Yunnan (in Changning County in particular, where shale gas is extracted) given121

by these two provincial networks is sometimes as large as 0.6. Is this difference a122

fallacy? Or what extent of difference is acceptable? The heads of the Instrument123

Operation and Maintenance Groups of these two provinces both denied that they had124

set wrong instrument responses in the software and they did have incentives to hide125

their faults if they actually existed.126

127

Fixed effects regression (FER) is a popular statistical method (Allison, 2009) in many128

applications, such as econometrics (Greene, 2011) and biostatistics (Diggle, 2002;129

Gardiner, 2009), to treat some regression problems of panel data or longitudinal data,130

as it is simple but effective. Seismic observations naturally generate panel data, as we131

observe identical earthquakes by multiple stations, which constitute a matrix, a table132

or a panel. Numerous geophysicists have adopted fixed effects models spontaneously133

to address seismology problems but may not specifically consult related statistical134

materials (Phillips & Aki,1970; Joyner & Boore 1981; Brillinger & Preisler, 1984;135

Andrews, 1986; Iwata & Irikura, 1986; Takemura et al., 1991; Moya et al.,136

2003;Wang & Shearer, 2019; Torres-Sánchez & Castro, 2023 and so on).137



138

The above papers are focused on the research of coda waves, P-waves or S-waves,139

which are recorded by a strong motion network or broadband network. Certainly,140

there is no essential distinction between the strong motion network and the141

Earthquake Early Warning (EEW) network. Therefore, the relevant method and142

conclusions are also applicable to EEW. For instance, the major revision of the EEW143

magnitude estimation formula by JMA (Aketagawa et al., 2010) was heavily based on144

the conclusions of Joyner & Boore (1981) from strong motion records.145

146

Magnitude estimating techniques in EEW are mainly traditionally semiphysical147

(amplitude-based [Wu & Zhao, 2006], period-based [Allen & Kanamori, 2003; Atefi148

et al., 2017] and combined [Wang et al., 2022]) or purely mathematical or statistical149

(artificially intelligent [AI] [Song et al., 2023; Zhu et al., 2023, Furumura & Oishi,150

2023]). The result of AI methods looks much better than that based on traditional151

seismology and shows great potential in EEW. On the other hand, it is debatable152

whether one can determine the magnitude before rupture completion (Münchmeyer et153

al., 2022). People hope that early rupture signals can predict the final earthquake size154

because of its enormous social value and have obtained results as quickly as AI155

methods (Colombelli et al., 2014, 2020), but others argue that this optimistic result is156

an unreal vision due to the selection of a small data set and accidental errors157

(Trugman et al., 2019; Meier et al., 2021) and oppose rupture determinism in a158

probabilistic view. If the fallacy of Colombelli (2014, 2020) is caused by the careless159

treatment of error, then is it possible that the evidence of earthquake evolution160

similarity is caused by noisy observations and is not as reliable as the noise buries161

precursors in return? Otherwise, why is the AI’s result so astonishing? Did the AI162

methods cheat? Or are there some empirical laws of the rupture process still163

unrecognized? What is the upper limit of the performance of the EEW system? What’s164

the theoretical form of the optimal estimation of the earthquake size or the ground165

motion with limited information? Can we obtain it in a comprehensive way? Or can166

the traditional methods generate results as fast and as accurately as the current AI at167



least? Would AI completely replace the weak-looking traditional seismological168

methods?169

170

The author will not answer the many debatable questions above in this paper. Instead,171

the author will focus on the property of the magnitude error as a first step toward172

these answers, try to reduce the error of the traditional magnitude estimating method,173

and take the peak ground acceleration (PGA) recorded by the KiK-net in Japan to174

illustrate it.175

176

2. Data177

The author selects 228 earthquakes with magnitudes larger than 4 (Figure 1a)178

recorded by the KiK-net in Japan (National Research Institute for Earth Science and179

Disaster Resilience, 2019). The KiK-net is composed of 699 stations (Figure 1b) with180

paired seismometers (one in the borehole and another on the ground). Trugman (2019)181

selected the population of observed earthquakes to avoid the suspicion of selecting a182

particular data set or to ensure the objectivity of his conclusions. However, to cover183

the entire of Japan as evenly as possible and avoid too large weights of small184

earthquakes, the author selects 228 earthquakes manually preferably in the area where185

earthquakes occur infrequently and selects fewer than 6 earthquakes in every 0.1186

magnitude unit (m.u.). Unilaterally, the author thinks this subjective selection will not187

harm the objectivity of this research. The program of this research is open (please188

refer to the Data Availability Statement), and it is easy to check the result on the entire189

data set if one has such a data set in hand. Moreover, the source parameters and peak190

ground acceleration (PGA) in the following study are from the files that are directly191

downloaded from the official K- & KiK-net website. The author adopts them without192

roundly checking and believes the JMA completely.193

194

In addition, 6 channels at each station consist of KiK-net. Channels 1-3 constitute the195

seismometer in the borehole, while Channels 4-6 constitute the seismometer on the196

ground. Channels 1 and 4 record the NS component, Channels 2 and 5 record the EW197



component, and Channels 3 and 6 record the UD component.198

199

Why most researchers prefer to estimate the magnitude by peak ground displacement200

(PGD) (for example, Wu & Zhao, 2006) but the author of this paper chooses the PGA?201

PGD actually estimates the magnitude better than peak ground velocity (PGV), and202

PGV does it better than PGA (Zhang et al., 2023). We know the PGD is the203

integration of PGV and PGV the integration of PGA, so will it be better if we204

continue to integrate PGD? What will happen if we integrate unlimited times? These205

questions relate to a question we raised in the Introduction, namely, what is the206

optimal estimation of the earthquake size. The author believes that the answer lies in207

another domain, for example, the frequency domain maybe.208

209
Figure 1. (a) Spatial distribution of the 228 selected earthquakes. The warmer color indicates a210

deeper focal depth (see subplot [c]). (b) Spatial distribution of the 699 stations in KiK-net. They211

are numbered from south to north. (c) The depths of the 228 earthquakes determined by JMA. The212

warmer color indicates a deeper focal depth.213

214



We know that an integration operator is transformed to a division operator by Fourier215

transform, which is a characteristic that is often used to solve differential equations,216

including the wave equation:217

� � = ℎ(�) �� ⇔ � � =⇔ � � =�� ⇔ � � =⇔ � � =� �(�)
�

218

where � is the Fourier transform of � and � is the Fourier transform of ℎ .219

Therefore, if ℎ is monofrequent, integrations of ℎ are meaningless and abundant as we220

multiply a constant before it each time. However, the real seismic signal is221

multifrequent, and its integration will suppress the high-frequency component due to a222

larger divisor. Unlimited integrations of the seismic signal will make it converge to223

the amplitude at 0 frequency (Mw in fact). Therefore, the author of this paper thinks224

integration is a fancy operation in magnitude estimation and makes it more225

complicated. If it is truly necessary, then filtering can replace it completely. The226

integration estimates a more accurate magnitude because of the narrower signal227

bandwidth or lower frequency component. It is not clear which of these two factors is228

dominant. Here, we just shallowly analyzed this issue and will avoid touching the229

essence. Below, we concentrate on the purpose of this paper.230

231

3. Mathematical Modeling232

We assume that the amplitude of earthquake � at station � in the frequency domain233

is:234

���(�) = ��(�)���(�)��(�), for each (�, �) in � × � (1)235

where ���(�) can be the observed maximum amplitude of a certain phase, � is the236

frequency, ��(�) is the source effect of earthquake � (� = 1, 2, 3. . . �), ��(�) is the237

site effect at station � (� = 1, 2, 3. . . �) , ���(�) is the path effect determined by both238

earthquake � and station �, and set � × � is the population of integer pairs (�, �)239

(Figure 2a).240



241
Figure 2. The joint distribution and marginal distribution of the 228 earthquakes and the 699242

stations in Figure 1. (a) The scatter plot of integer pair (�, �) in which � is the earthquake number243

and � is the station number. (b) The distribution describing how many earthquakes are recorded244

by the stations. The � axis is the earthquake quantity, the � axis is the station count245

corresponding to it, and point (�, �) means there are � stations that record exactly �246

earthquakes. There are 13 stations that record fewer than 5 earthquakes (stations numbered 4, 94,247

100, 105, 131, 165, 210, 273, 287, 321, 376, 430 and 515, namely, the bars on the right of the red248

dotted line). (c) The distribution describing how many stations that one earthquake triggered. The249

� axis is the station quantity, the � axis is the earthquake count corresponding to it, and point250

(�, �) means there are � earthquakes that are recorded by exactly � stations. All earthquakes251

are recorded by more than 10 stations (it is blank below the green dotted line).252

253

In this paper, the author will try not to talk about frequency. We assume that the254

frequency is a constant during the following derivation.255

256

Taking the logarithm of both sides of Equation (1) and ignoring the frequency, we257



obtain:258

lg��� = �� + ��� + ��, for each (�, �) in � × � (2)259

where �� = lg�� , �� = lg�� and ��� = lg���.260

261

The real site amplification is also related to the direction of incidence of the waves262

(Papageorgiou, 1991), so it relates both to � and �. Denote the mean of site263

amplification or site effect as ��, and we assume �� is a fixed value or does not264

change much with �:265

�� = ����� = ��� − ���
� (3)266

267

We denote:268

��� = ��� + ℎ�� + ���
� + ���

� (4)269

where ��� is the geometrical spreading, ℎ�� is the anelastic attenuation and ���
� is an270

error term caused by the omission of the radiation pattern, as this factor is determined271

both by � and �. Certainly, the 2-D radiation pattern error is related to the orientation272

of the path vector, so it is comprehensible to classify this omitted variable bias as part273

of the path effect.274

275

The geometrical spreading ��� is supposed to be dominated by the hypocentral276

distance ��� if the source is simply point-shaped:277

��� = �(���) + ���
� (5)278

where ���
� is the uncertainty caused by the irregular shape of the earth.279

280

Similarly, the anelastic attenuation ℎ�� is also supposed to be dominated by the281

hypocentral distance ��� if the source is simply point-shaped:282



ℎ�� = ℎ(���) + ���
ℎ (6)283

where ���
ℎ is the uncertainty caused by the heterogeneity and anisotropy of the earth.284

285

We denote the attenuation function as:286

� ��� = � ��� + ℎ ��� (7)287

and define the magnitude corresponding to the selected phase as:288

�� = �� − � 0 (8)289

We rigorousize the seismic magnitude definition in consideration of (a) Richter (1935)290

used the amplitude recorded by the stations at an epicentral distance of 100 kilometers,291

and this value is influenced not only by the earthquake size but also by the local292

attenuation within 100 km, so we use ��, which is the logarithmic amplitude at the293

source, to characterize the earthquake size instead. (b) The limit of the amplitude at294

the source is infinite, so we subtract it by another infinitely large quantity �(0) to295

obtain a finite quantity.296

297

As previously mentioned, magnitude is an estimation of the earthquake size ��:298

�� = �(��) (9)299

where �( ∗ ) is a function to be determined. Certainly, �� can be regarded as another300

kind of magnitude scale, and we usually presume that the relation between different301

magnitude scales is linear (Das, 2018):302

�(��) = ��� + � + �� (10)303

where � and � are constants and �� is the uncertainty caused by the source304

spectrum and focal mechanism for a point-shaped source, as discussed in the305

Introduction. However, if one of the two is saturated, the linearity may be broken.306

Furthermore, please note that if the fault exhibits a certain scale, the rupture process is307

more appropriate to describe the earthquake than the source spectrum theory, so308

Equation (10) should be reconsidered.309

310

As discussed in the Introduction, there is currently no strict definition of earthquake311



size. In this paper, regarding the convenience of our study, we adopt the magnitude312

published by JMA as the earthquake size:313

�� = �JMA_� (11)314

315

Equation (2) is clearly undetermined because there are more variables to be316

determined than observed variables. The key is that the amount of ��� is as large as317

lg��� . However, we know that not all the solutions of Equation (2) are physically318

reasonable. At least, �(���) and ℎ(���) should look well regulated. Castro adds a319

smooth condition on ��� to solve Equation (2) (for the latest example, Torres-Sánchez320

& Castro, 2023). However, because ��� contains error and is not smooth at all, Castro321

plays a good trick in that he selects a portion of ��� and requires the distance between322

two closest ��� larger than 10 km to ensure that ��� is almost smooth. As Castro323

represents the attenuation or calibration function by a sequence rather than a function324

that contains only one or two parameters, this method is named the nonparametric325

method. The disadvantage of the nonparametric method is that the acquired326

calibration function is applicable only to the distance within which stations exist and327

cannot be extrapolated, and as the limitation of distance between ��� , it seems328

difficult to reduce random error by increasing the data volume, at least it has not fully329

utilized the data. On the other hand, the parametric method is much more popular and330

presupposes the functional forms of the calibration function from physical models or331

intuitions. By replacing ��� with only one or two unknown parameters, Equation (2)332

will be much easier to solve. However, this method is subjective and not strict most of333

the time, which makes the extrapolation poor. In this paper, we adopt a parametric334

method and will show that our residual sequence is stationary to the distance, and then335

the fitting function is supposed to be extrapolated well.336

337

Equation (2) is also undetermined because its coefficient matrix is rank deficient. This338



feature is well specified in most FER and dummy variable regression materials. We339

just briefly explain it: if ��,��,��� is a set of solutions of Equation (2), then �� − �,�� +340

� − � ,��� + � also satisfies Equation (2). Certainly, ℎ(0) should be 0, and it seems341

that ��� ���=0 − �(0) should be small, but there is still one degree of freedom in it.342

That is, the solution space of Equation (2) is at least one-dimensional rather than a343

point. As only the relative values of �� and �� can be determined by Equation (2), if344

one would like to obtain the absolute value, one should achieve it by other means, for345

example, part of feathers of the source spectrum (Moya et al., 2003; Wang & Shearer,346

2019) or the site amplification of a certain station (Andrews, 1986) is known. As the347

frequency is not discussed in this paper and the magnitude is a relative value, we348

arbitrarily set � = ���, as in Torres-Sánchez & Castro (2023).349

350

We denote the path error as:351

��� = ���
� + ���

� + ���
ℎ + ���

� (12)352

Assume:353

� ��� =− �lg��� (13)354

and:355

ℎ ��� =− ���� (14)356

Rewrite Equation (2):357

lg��� = �� + �� − �lg��� − ���� + ��� (15)358

Expand each term in Equation (15):359
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(16)360

lg ��� and ��� are certainly dependent, although not linearly dependent. Regardless,361

this will still lead to a matter called colinearity, as we have explained previously362

(Zhang, et al., 2023). The author will elaborate on this matter later in the Test of Path363

Effect. �、� and ��、�� are heterogeneous, and it looks strange to put them together.364

Therefore, a weighted regression is more reasonable, but for the sake of simplicity, we365

still choose an ordinary regression below. We can solve the underdetermined Equation366

(16) by determining the generalized inverse of its coefficient matrix or singular value367

decomposition (Parolai et al., 2004). The coefficient matrix is a sparse matrix and can368

be solved quickly with an ordinary computer. Particularly, to achieve a stable solution,369

the author solves it by ridge regression, i.e., Tikhonov regularization with a ridge370

parameter of � = 0.0001 in this paper.371

372

Below, we denote the normalized coefficient as the original symbol with an373

apostrophe such as a , b ,   , i  , j  , ij  and so on. They are equal to the374

original variables divided by � except 1 /   .375

376

4. Check Tests377

When we model the magnitude regression problem, we simplify it by many ideal378



theoretical hypotheses that are almost impossible to satisfy strictly in practice. It is379

essential to design tests to check the influence of these dissatisfactions and to what380

extent these hypotheses are approximately satisfied. The basic idea is very simple: no381

observations, no testing. As we observe identical physical quantities much more times382

than necessary, we can design check tests and infer the influence of the unmeasured383

variables from these tests. In addition, without analyzing the properties of the384

coefficient matrix and simply from artificial experiments, we can infer the properties385

of the above model.386

387

4.1. Test of Source Effect388

In the Introduction, we have pointed out that the traditional earthquake magnitude389

estimation method takes too few variables into account. However, its results have390

been used for a very long time, and they seem reliable to some extent. How large is391

the difference between them? Is improvement necessary? In this part, we try to392

quantitatively analyze this issue. As there is no fixed effect in the traditional method,393

we denote it as the 0-FER method. The method that considers only the source effect394

and ignores the station effect (1-FER) is detailed in our former paper (Zhang et al.,395

2023). Their statistical hypotheses are detailed in Appendix A.396

397

Figure 3 a-c give the results of the a posteriori estimate of magnitudes in the three398

models, namely, the normalized source term (�� − �)/� . As the distribution of the399

source error is nonnormal and even nonsymmetric (Figure 3 e-f), we adopt median400

regression in the 1-FER and 2-FER models instead of LSM regression. The LSM401

regression will produce the minimum deviation ��� , but the author is afraid that the402

result is biased in such cases. As more effects are taken into account in the models, the403

regression seems more reliable with less ��� and a good-looking distribution of �� .404

In other words, the discrete points are more concentrated. However, the shapes of405

discrete points are similar in Figure 3 a-c. This result indicates that the energy of the406

site effect will leak to the source effect if not corrected; however, this leak is407

stochastic but not i-uncorrelated, which means that the dotted line will be deflected408



with an unknown but possibly small angle (i.e., the varying slope �). In addition, this409

means that the additional conditions 0j
j
l  and 0i

i

s  in condition (AC3) are410

not strictly met, so ��� differs slightly. Please note that the custom deviation is411

generated by the difference between the measured data and its mean, and it assumes412

that the true value is unmeasurable, while the root mean square error (RMSE) is413

generated by the difference between the measured data and the true value (namely,414

MJMA). The relation between deviation D� and RMSE ��2 is:415

2 2( )E D E   416

The above equation shows that the error consists of two parts: a random error D� and417

a fixed bias ��.418

419

The linearity of discrete points in Figure 3 is obvious. We have found that in Yunnan,420

the P-wave EEW magnitude is not saturated even at a surface wave magnitude of 6.4421

(Zhang et al., 2023). The author has been expecting to observe a plateau level and422

preparing to adopt a nonlinear regression and extremely worried how to estimate the423

earthquake size in Yunnan as he supposed the P-wave EEW magnitude would saturate424

at approximately 5 m.u. If so, there will be no P-wave maximum amplitude difference425

between an earthquake of 6 m.u. and 7 m.u. However, now, it seems an unnecessary426

worry. In fact, the results of JMA also violate the saturation theory (Aketagawa et al.,427

2010; Kiyomoto et al., 2010). Melgar (2015) noted that the PGD from GPS will not428

be saturated. The further discussion of magnitude saturation is beyond the purpose of429

this paper. We may discuss this issue in detail at a future date.430



431
Figure 3. (a-c) The regression of the source effect of the 0-FER, 1-FER and 2-FER models. The432

dotted lines are LSM regression models, while the solid lines are median regression models. (e-f)433

The source term error of the 0-FER, 1-FER and 2-FER models, i.e., the distance between the434

discrete points and the dotted line in the corresponding subplot above. Except for special435

instructions, all the results below are from Channel 3, i.e., the UD direction of the seismometers in436

the borehole.437

438

If the source error, site error (we regard the whole site term as error here as generally439

it is not corrected in conventional magnitude estimating) and the path error are440

randomly combined, in statistics, we have the conservation of energy:441

�(�� + �� + ���) = ��� + ��� + ����442

In our 2-FER model, the above equation is approximately held (Figure 4e):443

0.340 ≈ 1.03 ∗ 0.340 = 0.349 = 0.134 + 0.097 + 0.118

The coefficient 1.03 indicates that the endogeneity has not been eliminated clean;444

otherwise, it will be 1. Energy leakage still exists. The author thinks it is caused445

primarily by the nonrandom pairing of i and j (Figure 1). The total error of magnitude446



is not normal (black line in Figure 5), and we have pointed out that it is not quite447

proper to represent the error by only its standard error as if it was a normal448

distribution (Zhang et al., 2023). By the 2-FER technique, the author thinks that the449

three error components are successfully separated, and the path error looks normal, as450

expected (Figure 4d). Therefore, he estimates that the three errors contribute451

comparably to the uncertainty of magnitude, and it is necessary to handle any of them452

cautiously. It is quite imprecise to evaluate the magnitude uncertainty of an453

earthquake by its deviation, but RMSE will be a much better evaluation. Although it is454

difficult to obtain the RMSE just at the moment the earthquake occurs, their455

confounding will lead to an overoptimistic estimation of error.456

457

Figure 4. (a-d) The distributions of the 4 variables listed in the table of subplot (e) and their458

parameters. (e) Comparison and parameters of the 4 distributions.459

460

The source and path errors cannot be corrected when an earthquake just occurs. If one461

applies the above three models to the magnitude calculation, only the site effect and462

path attenuation can be corrected. We denote the left error as �. Please note that the463

relation between the parameters of the 2-FER model in Figure 4 and of Figure 5 is:464

�� = �(�� + ���) ≈ ��� + ����

The magnitude error energy (deviation) drops considerably after the source effect is465

introduced. Surprisingly, the LSM (0-FER) model generates a result with a larger error.466

This is typically due to the regression’s objective, and the author has explained it in467

Appendix A. Another explanation is that the raw data are endogenous and the basic468



assumption of LSM is not satisfied. For a long time, we used LSM to address469

magnitude problems, pinning our hope on increasing the data volume and long-term470

observations, but without seriously checking whether the hypotheses of the model are471

met on earth.472

473

474
Figure 5. The distributions and single-station magnitude errors and their parameters of the three475

models.476

477

The plot of errors versus distance (Figure 6) explains why LSM (0-FER) cannot478

generate a result with the minimum error from another perspective. The distance479

between the discrete points and the attenuation curve is the error terms in the brackets480

of Models (AM0), (AM1) and (AM2), i.e., the hypothetical path error. In the 0-FER481

model (Figure 6a) and 1-FER model (Figure 6b), obviously, the attenuation curve482

does not pass through the center of the discrete points. This means that the path effect483

is not corrected appropriately, and the close station will underestimate the magnitude,484

while the far station will overestimate it. To achieve a steady result, we will be forced485



to calculate the station at various distances to average the errors. The distortion is due486

to the leakage of energy of source and site terms and makes the total error in Figure 5487

enlarged. The 2-FER model overcomes this shortcoming best, and as the curve passes488

through the center of the points (Figure 6c), we can deduce that this form of489

attenuation function is suitable for solving our physical problem.490

491

Figure 6. The regression of attenuation functions (solid red curve) of the three models. The colors492

of the points are the same as those in Figure 1c, indicating the depth of the source.493

494

Regarding Figure 6 as evidence, the author asserts that with suitable modeling, the495

effects of source, path and site can be reliably separated. As the distance increases, the496

variance becomes homogeneous, and the stochastic process becomes stationary. After497

attenuation is compensated, it is not necessary to reject far stations for their precision.498



499

4.2. Test of Site Effect500

We know that the model with more parameters tends to produce more accurate results501

naturally mathematically, and a good result does not definitely indicate that a model is502

more physically reasonable. We call this phenomenon overfitting. In this part, we503

focus on the stability of lj or the change in lj over time and evaluate the overfitting by504

the model’s generalization ability.505

506

One of our important hypotheses is that lj is steady and does not vary with i too much.507

We check this hypothesis by removing the data after 2015. Then, 13759 of 29290508

records are removed. As mentioned in Appendix A, more station effects will be509

unreliable as the data lessen, and the ridge regression of unreliable stations will510

generate values close to 0. After these stations are removed, 661 stations remain. The511

difference between the site effects in the two sets is approximately512

2*0.003/(0.037+0.039)=7.9% (Figure 7b). There is a strong linear correlation between513

them (Figure 7a), which indicates that the result before 2015 is applicable up to 2023.514

Thus, we prove that the stability assumption holds approximately.515

516

Figure 7. (a) The relation between the subset site effect ��1 and complete set site effect ��. (b) The517

difference between �� and ��1.518

519



4.3. Test of Path Effect520

As previously mentioned, we use only two parameters to characterize the attenuation.521

Conversely, the nonparameter method introduces a large number of parameters. The522

real attenuation may be piecewise (Motaghi & Ghods, 2012), and it may not be523

enough to describe the attenuation by two parameters. This will result in another524

problem - underfitting. In addition, the effects of source, path and site are coupled,525

which means inappropriate assumptions on one of them will influence the others, and526

results in that the attenuation function cannot approximate the path effect well.527

528

The attenuation of three components of one seismometer should be the same if the529

effect separating makes sense. We have checked this for the seismometers on the530

ground, and the coefficients in � ��� change slightly. An accident occurred for the531

seismometers in the borehole: the coefficients changed slightly significantly (Figure 8532

a-c). However, the relative trends of the curves are comparable (Figure 8d). It reminds533

us that only the relative value of three effects can be determined as mentioned in534

Mathematical Modeling. The individual parameter in � ��� does not make sense535

physically, and it is only an approximation for the real attenuation. One should not536

regard the anelastic attenuation coefficient in this paper as the real property of the537

Earth's crust. Due to the collinearity of � ��� and ℎ ��� , we cannot separate them538

numerically. In the three channels, the regressed attenuation curves pass through the539

center of the points. The author has tried to fix the coefficient before lg��� at one, and540

then the attenuation curve does not coincide with the curve of piecewise medians, i.e.,541

it does not pass through the center. Therefore, not all assumptions of the form of the542

attenuation function can ensure that the regressed curve performs well with distance543

���. Judged by our naked eyes, it appears that the underfitting in Figure 8 is slight and544

acceptable. Thus, subjectively, the author believes that two parameters are sufficient545

to characterize the attenuation. The parameter method in this paper does not work546

worse than the nonparameter method.547



548
Figure 8. (a-c) The regression of the attenuation of Channels 1, 2 and 3. The red line represents the549

regressed attenuation, the line with circle markers represents the piecewise median regression, and550

the dotted lines represent the upper and lower quartiles. (d) The comparison of three piecewise551

median regressions that have been moved down so start at 0.552

553

5. Extension and Discussion554

(1) In this paper, we adopt the 2-FER model to obtain an estimation of the earthquake555

size, i.e., the magnitude of JMA. The author used the complete set and a subset to556

show the stability of the site effect, because the author found the complementary set is557

of low quality by plotting a figure like Figure 2. One should ensure that an earthquake558

contains enough stations and that a station is covered enough times before adopting559

the 2-FER model so that condition (AC3) is satisfied. Otherwise, one should choose a560

less precise model such as 1-FER or 0-FER, especially when the data volume is finite.561

562

(2) The author has avoided talking all the issues about frequency in this paper, but it563

does not mean it is not important. Instead, perhaps it is closer to the essence of the564



magnitude estimation issue as we analyzed in Data. Initially, the author supposed that565

only the site effects of the two seismometers are different, and those of the source and566

path are identical. However, the separated path effects are different (Figure 9a). The567

author hypothesized that this should be due to the different dominant frequency568

components for seismometers in the borehole and on the ground. If so, the difference569

in the attenuation should mainly be due to the anelastic attenuation and should be570

linear. However, it seems to be logarithmic (Figure 9b). We leave this issue to the571

future.572

573

Figure 9. (a) The piecewise attenuation function of Channels 3 and 6. The shaded area is between574

the upper and lower quartiles, i.e., 50% of the points fall in this area. (b) The difference between575

the attenuation of channel 6 and channel 3.576

577

(3) We know that the site effect is caused by coherence emphasis and is strongly578

related to sediment thickness and wave frequency. In this paper, the site effect seems579

not very prominent, but that is possibly due to the instrument characteristics. When580

estimating the magnitude, we prefer a frequency at which the site effect is weak;581

however, when estimating the ground motion, we are more concerned about the582

frequency at which the site effect is strong. On the other hand, for large earthquakes, it583

is not enough to simplify the source to a point. Böse et al. (2012, 2018) applied an584

image identification method to estimate the fault length in real time. The author585



especially stresses which equations are based on the point source assumption in586

Mathematical Modeling. It is everyone’s aim who specializes in EEW to predict587

ground motion in real time. The author personally hopes these careful assumptions588

will be conducive to his future research. JMA has applied the site effect correction of589

PGD to P-wave attenuation and found virtually no use (Kiyomoto et al., 2010). This is590

expected as the dominant frequency is different. However, it is essential to design591

tests to study whether the site effects of P-waves and S-waves at the same frequency592

are identical.593

594

(4) We have mentioned the collinearity of � ��� and ℎ ��� in our former works595

(Zhang et al., 2023) and wishfully thought the coefficient in � ��� should be 1 from596

a point source model in the homogeneous medium of a semi-infinite half-space. The597

author apologizes that this is a mistake, and it is proven to be wrong by the mid-field598

data of Japan’s KiK-net. Please note that the coefficients do not make sense in physics599

in his papers actually; they are actually a mathematical approximation.600

601

(5) The RMSE of the multistation-average magnitude of the PGD magnitude formula602

by JMA is 0.309 after correction of the site effect and 0.319 before (Kiyomoto et al.,603

2010). The corresponding error to this paper is approximately 0.368. The author is not604

sure if JMA calculates the magnitude after simulation, but according to the published605

literature, its initial equation is from the manual earthquake catalog (Aketagawa,606

2010). Regardless, the author infers that the estimation precision will be higher in the607

frequency domain, both because the original physical quantities are frequency related608

and � of long-period waves is larger. This paper focuses on the basic properties of609

errors in magnitude estimation, and it is still far from the optimal estimation of610

magnitude. Different magnitudes are measured with different components in the611

waves; thus, the magnitude estimation technique actually estimates one component612

according to the measurement of another component. In addition to using a specific613

frequency in the waveform to estimate the magnitude, it seems better to use the whole614



observed bandwidth to predict an unobserved component. This idea is called spectral615

magnitude (Duda & Yanovskaya, 1993), and it may be useful to reduce the source616

error ��. Before looking for the optimal map from the source spectral to magnitude617

(namely, the field of functional analysis), the author thinks the work of this paper is618

essential and fundamental.619

620

(6) One may notice that in Figure 3c, the colors of points above the line are mostly621

light cool or warm, whereas those below are heavily cool. However, in Figure 6c, the622

warm points are on both sides of the line. Therefore, it looks the magnitude relates to623

depth. Gutenberg and Richter (1956) thought that attenuation also relates to depth. As624

the source and path effects are coupled, we are not sure that the depth dependency is625

numerically caused by attenuation or source. In addition, the data set we used is too626

small to determine this dependency (Figure 10). JMA has used a linear term to correct627

the effect of focal depth during EEW (Aketagawa et al., 2010; Kiyomoto et al., 2010).628

629
Figure 10. Single-earthquake magnitude estimation error versus focal depth. The size of the circle630

is directly proportional to the magnitude, and a warmer color indicates a deeper depth.631



632

6. Conclusion633

In this paper, the author introduces a statistical technique named 2-FER. It is difficult634

and not enough to analyze the mathematical property of this technique in theory. For635

example, its coefficient matrix is not full rank; therefore, its condition number cannot636

tell us if the relative value of the solution is robust or not. The author designs a series637

of check tests to carefully examine hypotheses of this mathematical approach and638

conclude that the relative value of the source, path and site effects is reliable. Thus,639

2-FER is a proper tool to analyze the errors in magnitude estimation. After checking640

the deviation additivity and stationarity of the error process with distance ���, the641

author asserts that the endogeneity of the original issue is finely addressed, the energy642

leaks slightly and the different errors in the estimated magnitude are decoupled643

correctly. In addition, the author compares them quantitatively and explains in detail644

which physical factors impact each of the three errors.645

646

The focal mechanism affects both the source and path effects. The dip affects the647

source effect, and the trend affects the path effect. The author has noted that the path648

error constituents are complicated by Equation (12). The author is not sure if it is649

mainly from the focal mechanism or radiation pattern and if its accuracy is sufficient650

to determine the radiation pattern in real time.651

652

The simple point source assumption is not a suitable assumption to address near-field653

ground motion prediction, which is an important issue in EEW. The station density of654

the EEW Network is sufficient to determine a complex source in real time (Böse et al.,655

2012, 2018). A large earthquake usually consists of a few main ruptures and thus can656

be regarded as a few moderate earthquakes. If the waves from different moderate657

sources can be separated, then we can replace a large earthquake with a few points.658

Then, the analysis of large earthquakes during EEW will be largely simplified and659

closer to the physical matter. We have proven that 2-FER is a powerful tool to handle660



point sources. However, it is nearly impossible to separate waves from different661

orientations in only one channel, but it may be possible for three-component seismic662

data (Lei, 2005). AI methods may also help in this area.663

664

The author makes an effort to analyze the magnitude error as he hopes to determine665

the rupture as quickly as possible from minor differences during EEW in the future.666

The regression of Equation (9) is not necessarily linear. Thus, it does not require us to667

measure the maximum amplitude, and we may research the time evolution of PGD668

more carefully with 2-FER. As this evolution is nonlinear and error-sensitive,669

mainstream geophysicists disagree with rupture determinism in a probabilistic view670

(Trugman et al., 2019; Meier et al., 2021). Thus, methods with a higher precision are671

quite crucial no matter whether to support it or against it in a physical way.672

673

Although the author is introducing 2-FER for EEW purposes, the analysis method in674

this paper is not limited. To decouple the errors successfully, the key is a proper675

choice of attenuation function when applying it to surface waves or P-waves in other676

regions. The error process stationarity can help us to determine if the attenuation is677

appropriate. However, the author thinks that current tests of the application of 2-FER678

in seismology are not sufficient. Before being adopted, careful and further inspection679

is still essential.680

681

Appendix A: Preconditions and Objectives of Different Regressions682

The statistical model of 0-FER is:683

)lg lg (i jij i j j iij iA S a r br l        (AM0)684

The objective of Regressing Model (AM0) is to find the minimum of:685

, ,

2min (lg lg )ij i ij ija b i j
A S a r br    (AO0)686

Additionally, to achieve reliable �lg��� + ���� by the least minimum square method687

(LSM), we should constrain:688



,
0)( ij

i j
j il s    (AC0)689

690

The statistical model of 1-FER is:691

1

lg l ( )g
N

ij i ik ij ij ij j
k

A s a r br l 


    (AM1)692

The objective of Regressing Model (AM1) is to find the minimum of:693

,
1

2

,,
min (lg g )l

N

ij i ik ij ija b i j k

A s a r br


  s
(AO1)694

where s = �1, �2…�� and �∗� is the Kronecker function, which is also referred to695

as a dummy variable in statistics.696

Additionally, to achieve reliable �� by LSM, we should constrain:697

( 0, f) or each ij
j

jl i  (AC1)698

699

The statistical model of 2-FER is:700

1 1

lg lg ( )
N M

ij i ik j jk ij ij ij
k k

A s l a r br  
 

      (AM2)701

The objective of Regressing Model (AM2) is to find the minimum of:702

,

2

, , 1 1
,

m )in (lg lg
N M

ij i ik j jk ij ija b i j k k

A s l a r br 
 

    s l
(AO2)703

where � = �1, �2…�� .704

Additionally, to achieve reliable �� and �� by LSM, we should constrain:705
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0, for each 
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i
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j
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


(AC2)706

The objective of ridge regression is to find the minimum of:707

2 2 2 2

,
1

2

, , 1
,
min (lg lg ( ))

N M

ij i ik j jk ij ija b i j k k

A s l a r br a b  
 

        s l
s l708

Therefore, the ridge regression will find an estimator that not only produces a result709

with less error but also smaller coefficients. In this paper, the author has not rejected710



the data that may harm condition (AC2) (namely, has not removed stations covered711

less than 5 times, as mentioned in Figure 2c). The author chooses ridge regression to712

make the result look not that strange, as there will be some outliers for unreliable �� .713

This operation covers up the bad results but please note this is not fabrication or714

falsification and the author just does not want the few abnormally large values mask715

the true trends in the following figure.716

717

The logical relationships between the three preconditions are as follows:718

0

        

0

2
1

       0
j

i

j

i

AC
ACl

AC

s

 



 







(AC3)719

720

Please note that as we concern only the relative value in this paper, 0jl  here721

means jl is a constant that is uncorrelated to �, as is si.722

723

In the 0-FER model, if we denote724

 lg lgij ij ij ijS A a r br   725

where ���� is the estimated size of earthquake i at station j. Then, the objective726

function can be rewritten as:727

 2

, ,
min ( )ij ia b i j

S S 728

This objective prefers a small �. If one wants an optimal magnitude estimation, i.e.,729

the desired objective is730

 2

, ,
min ( )ij ia b i j

S S
 

  (AC0')731

the Model (AM0) should be rewritten as732

( )lg lgi ij j jij j ii iS A a r b r l             (AM0')733

The Model (AM0') minimizes the error of the single-station magnitude instead of the734

amplitude, while Model (AM1) minimizes the error of the single-earthquake or735



multistation-average magnitude. The hyperplane defined by (AM0') performs even736

slightly better than (AM2), although the author did not plot it in Figure 5. The737

objective (AC0') requires (AM0') to be the best estimation of single-station magnitude738

mathematically, but the author does not think it is physical, as it overestimates the739

magnitude of far stations even more seriously than (AM0). On the other hand, the740

model (AM0') performs slightly worse than (AM0) in the view of single-eathquake741

magnitude error in the data set of this paper, but the coefficients differ greatly, which742

means that the ordinary linear regressions are not robust.743

744

JMA explained that it is their preference to fix the coefficient before lg��� at one745

(Aketagawa et al., 2010). Wu and Zhao (2006) also adopt the model form of (AM0).746

However, this form makes the error term appear small as it multiplies the real error747

term ��
' by α < 1, especially for a short time window such as 3 seconds and then the748

� is quite small (Wu & Zhao, 2006). JMA found that the regression model calculated749

by stations in 200 km has a better RMSE in 500 km than the model in 500 km. This750

result is comprehensible, as the � in the model of 200 km is larger. JMA thought the751

model with the larger error is better, as it is from a larger data volume (Aketagawa et752

al., 2010).753

754

To remain consistent with the former works, the author also fixes the coefficient755

before lg��� at one. However, please note that the author does not think it is a756

definitely good tradition and it brings an overoptimistic looking result. To reduce its757

influence, the author did not regress on Equation (10) directly in the 1-FER and758

2-FER models. Instead, in this paper, the author regressed on the following model:759

�� = �'�� + �' + ��
'760

761
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