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Abstract

The present work consisted in developing a computational routine for prediction and characterization ignition delay time, pressure, temperature generated and energy released in the combustion process in a shock tube. Mathematical modeling considered the high-pressure region of the shock tube known as the conducted section. The Lazarus code compiler was used to generate the unstructured triangular meshes and to implement the computational routines to simulate the propagation of shock waves inside the shock tube. The mathematical modeling used the geometric parameters of the shock tube of the combustion laboratory of the Federal University of Minas Gerais and was based only on the displacement of the shock wave after the diaphragm rupture. The main objective of the work was the development of computational routines to characterize the shock wave parameters of the ignition delay times of convectional diesel to validate the experimental tests carried out in the shock tube conducted by Santana et al [3] and compare it with the experimental tests and numerical simulations carried out by others authors available in the literature. A linear regression of the experimental tests conducted by Santana et al [3] with conventional diesel was performed to obtain the Arrhenius equation for numerical simulation of the ignition delay time of diesel under the following conditions: temperatures from 880 to 1300K, pressures 24 bar and equivalence ratio 1. The results show good prediction between experimental tests and numerical simulations. Were found delay times ranging from 425 to 1890μs. Considering all temperature range, the difference between the experimental and simulated test was approximately 15%, this difference also can be explained by the measurement in the shock tube, that the ignition delay time was calculated by the time difference between the passage of the shock wave by the pressure sensor and the start of the ignition detected by the luminosity detection sensor. This work is relevant because it was developed computational routine in open software and the results achieved in the simulation were considered satisfactory, since they are in the same order of magnitude as the results found in the experimental tests carried out by Santana et al [3] and other works.
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1 Introduction

In an effort to improve the energy efficiency extracted from the combustion of fuels and to reduce the emissions produced by this combustion, research related to the development and implementation of new technologies for the study of combustion has been carried out. These studies involve the determination and characterization of parameters related to the fuel ignition process. The ignition of the fuel-air mixture can be quantified by the following parameters: ignition delay time, shock wave pressure, flame temperature, density of the mixture of combustion products, chemical reaction speed, shock wave propagation speed and energy released in the combustion process. In computational simulation works, the use of meshes is important in terms of the precision achieved in the computationally simulated results with experimental tests. Meshes are simple geometric structures such as triangles or rectangles that serve as a model to characterize a given physical phenomenon. The choice of a mesh depends on computational performance factors and influences the simulation results. The larger the area covered by each mesh element, the fewer elements are needed to process the simulation and the faster the process will be. The smaller the elements of a mesh, the more accurate the simulation result will be, but with a higher computational cost. In this work was developed from a computational routine in the integrated Lazarus programming environment to simulate shock tube combustion parameters.

Santana and Barros [1] defines the shock tube as an equipment used to study the shock waves movement under different temperature and pressure conditions, gas compressibility and fuel combustion. The equipment is constructed by a metal tube separated by a diaphragm, which divides the equipment into two sections. The high-pressure section is called the driver section while the low-pressure section is called the driven section. The diaphragm separating the two sections is designed to withstand a certain pressure, when that pressure is reached the diaphragm breaks and a compression wave is formed and moves towards the driven section. Instantly an expansion wave is formed and propagates towards the driver section. This movement of the gas mass inside the shock tube causes an increase in pressure and temperature in the driven section and a reduction in pressure and temperature in the driver section. Santana et al. [2] conducted experimental tests in shock tube to measure and compare ignition delay times of convectional diesel, additive ethanol and biodiesel from soybean oil. The results shows that the ignition delay time of additive ethanol was twice as large as the ignition delay time of convectional diesel and the ignition delay time of biodiesel from soybean oil was approximately three times greater than the ignition delay time of diesel. Santana et al. [3] conducted experimental tests in shock tube to correlate the ignition delay times of convectional diesel, additive ethanol and biodiesel from soybean oil with the cetane number of the respective fuels. The tests were performed under the following initial conditions: reflected shock wave temperature from 903 to 1260K, equivalence ratio 1 and reflected shock wave pressures of 24bar. For convectional Diesel were found ignition delay times ranging from 316 to 856μs. For additive ethanol were found ignition delay times ranging from 342 to 863μs and for biodiesel from soybean oil were found ignition delay times ranging from 640 to 1782 μs. Cancino et al. [4] measured and simulated the ignition delay time of surrogate gasoline A comprised of ethanol, iso-octane, n-heptane and toluene (40%, 37.8%, 10.2% and 12% by liquid volume), surrogate gasoline B comprised of ethanol, iso-octane and n-heptane (69%, 17%, and 14% by liquid volume) and surrogate gasoline C comprised of iso-octane, n-heptane and toluene (20%, 62%, and 18% by liquid volume). The experimental tests were performed at high-pressure shock tube and the numerical simulations was performed used the CHEMKIN software through the on detailed chemical kinetic mechanisms. The experimental tests and numerical simulations were performed under the following conditions: temperatures from 690 to 1200 K and pressures at 10, 30 and 50bar. For surrogate gasoline A were found delay times ranging from 28 to 8731μs, for surrogate gasoline B were found delay times ranging from 120 to 6230μs and for surrogate gasoline C were found delay times ranging from 180 to 1060 μs. The simulations are compared to experimental ignition delay data from the literature and the results shows that the right trend but fails to capture absolute values of the ignition delay times, especially at low temperatures. All kinetics models overestimated the ignition delay times in relation to experimental tests. Niu et al. [5] measured and simulated the ignition delay time of n-heptane and n-butanol comprising the following mixtures (pure n-heptane, 80/20, 50/50, 20/80 and pure n-butanol). The experimental tests also were performed at heated high-pressure shock tube and the numerical simulations was performed used the CHEMKIN software tools (CHEMClean, CHEMDiffs and CHEMThermo). The experimental tests and numerical simulations were performed under the following conditions: temperatures from 1200 to 1500K, pressures at 2 and 10 atm and equivalence ratios of 0.5 and 1. The results shows good prediction between experimental tests and numerical simulations. Were found delay times ranging from 90 to 1230 μs for pure n-heptane, from 120 to 950 μs for pure n-butanol and from 30 to 1010 μs for mixture with n-heptane and n-butanol. 

Luan et al. [6] simulated the physical properties of flow inside the shock tube with a small nozzle in the end plate. The shock tube used for simulation consisted of a 3.66m in driver section, a 4.54m driven section with internal diameter of 10cm and a tiny nozzle is located at the end plate of the driver section. The nozzle has an opening angle of 70 degree and an angle of 90 degree inside the shock tube. The simulations were performed with the commercial code ANSYS Fluent. Pressure, density and temperature were investigated and the results show that this special shock-tube setup can be used to study high-temperature gas-phase chemical reactions with reasonable accuracy. Weber at al. [7] simulated the reflection of a normal shock wave from the end wall of shock tube. The two-dimensional channel has been numerically simulated to investigate the unsteady, viscous interaction aspects of shock bifurcation. The algorithm has been coupled to the viscous transport terms of the Navier-Stokes equations and the numerical simulations were performed on the CONNECTION MACHINE. The results indicated that the high level of shearing between the reversed flow and the lower wall leads to instability of the viscous layer and the large and small-scale vortices lead to complex flow patterns and the high-speed in inviscid flow was deflected over this region. Liang et al. [8] simulated the ignition delay time of surrogate gasoline primary reference fuels (PRF90) comprised of n-heptane and iso-octane (10% and 90% by liquid volume), surrogate gasoline toluene reference fuels (TRF1) comprised of n-heptane and toluene (35% and 65% by liquid volume) and surrogate gasoline toluene reference fuels (TRF2) comprised of n-heptane, iso-octane and toluene (17%, 69% and 14% by liquid volume). The numerical simulations were performed by applicability of the dynamic adaptive chemistry through the simulation of homogeneous charge compression ignition and shock tube ignition delay times. The numerical simulations were performed under the following conditions: temperatures from 840 to 1175 K and pressures at 10, 30 and 50bar. For surrogate gasoline (TRF1) were found delay times ranging from 554 to 11005μs and for surrogate gasoline (TRF2) were found delay times ranging from 171 to 2355μs. Haylett et al. [9] measured and simulated the ignition delay time of three large normal alkanes, n-decane, n-dodecane and n-hexadecane, one large methyl ester, methyl decanoate and several diesel fuels, with a range of cetane indices from 42 to 55. The experimental tests and numerical simulations were performed under the following conditions: temperatures from 838 to 1381 K and pressures at 1.71 to 8.63 atm, oxygen concentrations from 1 to 21% and equivalence ratios from 0.1 to 2. Were found delay times ranging from 114 to 12544μs. The simulations are compared to experimental ignition delay data and the results shows that the current measurements show significantly shorter ignition delay times for rich mixtures than the model predictions. Comandini et al. [10] measured and simulated the ignition delay time of styrene/O2 mixtures in argon, one of the main stable intermediates from the oxidation of large alkylated aromatic hydrocarbons. The experimental tests were performed at shock tube and the numerical simulations was performed through the on detailed chemical kinetic model developed by Metcalfe et al. [11]. The experimental tests and numerical simulations were performed under the following conditions: temperatures from 1390 to 1990K, pressures at 110 and 200kpa and equivalence ratios from 0.5, 1.0 and 1.5. Were found delay times ranging from 20 to 1000μs. The simulations are compared to experimental ignition delay data and the results on low-pressure and jet-stirred reactor data indicates the need for further improvement in the kinetic model in relation to the corresponding experimental conditions.

Liu et al. [12] used the shock tube to measured and simulated the ignition delay time of ethane under O2/CO2 atmosphere. The experimental tests and numerical simulations were performed under the following conditions: temperatures from 1050 to 1350K, pressures at 0.8, 2.0 and 10bar, equivalence ratios from 0.5, 1.0 and 2.0 and concentrations of C2H6 and CO2. The numerical simulations were performed through the on detailed chemical kinetic model developed by OXYMECH. The results show that they were found delay times ranging from 30 to 1000 μs, the ignition delay times increased with the increasing equivalence ratio and increasing pressure at high temperatures, while the ignition delay times decreased with the increasing equivalence ratio in the low-temperature range. Wang et al. [13] measured and simulated the ignition delay time of n-alcohol/diesel blends comprised of ethanol and diesel (20% and 80% by liquid volume), n-propanol and diesel (20.5% and 79.5% by liquid volume), n-butanol and diesel (23.5% and 76.5% by liquid volume) and n-pentanol and diesel (25.8% and 74.2% by liquid volume). The experimental tests were performed at high-pressure shock tube and the numerical simulations was performed through the CRECK modeling group on detailed chemical kinetic mechanisms. The experimental tests and numerical simulations were performed under the following conditions: temperatures from 750 to 1400K, pressures at 6, 10 and 15bar and equivalence ratios from 1.0, 1.2 and 2.0. The results show that they were found delay times ranging from 200 to 10000μs and the simulations show good agreement with ignition experimental tests. Fikri et al. [14] also measured and simulated the ignition delay time of pure and blends of n-heptane, iso-octane, ethanol, toluene and di-isobutylene. The experimental tests were performed at high-pressure shock tube and the simulations was performed based on detailed chemical kinetic mechanisms. The experimental tests and numerical simulations were performed under the following conditions: temperatures from 690 to 1200K and pressures at 10, 30 and 50 bar and were found delay times ranging from 115 to 10100μs. Campbell et al. [15] also measured and simulated the ignition delay time in the shock tube of n-heptane under the following conditions: temperatures from 651 to 823K, pressures between 6.1 and 7.4 atm and equivalence ratio of 0.75. Were found delay times ranging from 1220 to 10600μs. Lam et al. [16] also measured and simulated the ignition delay time in the shock tube of propane under the following conditions: temperatures from 980 to 1400K, pressures at 6, 24 and 60atm and equivalence ratio of 0.5. Were found delay times ranging from 200 to 10000μs. Walton et al. [17] investigated the ignition delay time in the shock tube of methyl butanoate at temperatures from 985 K, equivalence ratio 0.3 and pressures at 10.2atm. Was found delay times ranging from 19630 to 24180μs. Wang et al. [18] developed a numerical simulation through the reduced chemical kinetic mechanisms to predict the ignition delay time of diesel and gasoline blends over wide temperature and pressure in heated shock tube and rapid compression machine. Huang et al. [19] also to developed a numerical simulation through the reduced chemical kinetic mechanisms to predict the ignition delay time of n-heptane, n-butylbenzene, n-pentanol and polycyclic aromatic hydrocarbon to simulate diesel combustion and emissions for engine application.

2. Methodology 

2.1. Numerical Procedure 

A computational routine was implemented in object-oriented Pascal language, using the integrated Lazarus environment for building the meshes. Were generated 1000 horizontal points, which correspond to the length of the shock tube driven section and 50 vertically points, which correspond to the radius of the shock tube cross section, generating a total of 50000 rectangular cells. The mesh reading started at the point (1,1), which corresponding to the first point on the lower left of the shock tube driven section and followed vertically through the side wall of tube to the point (1,50) which corresponds to the upper left of the shock tube driven section. The process of reading the mesh points continues in the following columns until the last column of the shock tube driven section. In the last column the mesh reading starts with the point (1000,1) and continues until the last point the mesh (1000,50) that corresponds to the upper right of shock tube. Each rectangular cell of the mesh was divided into two triangular cells totaling a mesh with 100000 triangular cells. The Figure 1 shows the driver and driven sections of the shock tube and the region area the shock tube for simulation. 

[image: ]
Figure 1 - Driver and driven sections of the shock tube, as well as region area the shock tube for simulation.

The driven section length and the cross-section radius of the shock tube measure, respectively 3000mm and 48.60mm. The Figure 2 shows the mesh dimensioning, the geometric parameters of driver and driven sections of the shock tube and the region area the shock tube for simulation. The shock tube geometric parameters are described in Santana et al. [3].
[image: ]
Figure 2 - Driver and driven sections of the shock tube, as well as region area the shock tube for simulation.

The total length of the driven section is 3000mm and the internal diameter is 97.20mm. For modeling and simulation, the upper half of the driven section was divided into four surfaces. Diaphragm surface, which corresponds the place where the mass flow from the driver section, which corresponds to the interval that originates in the horizontal symmetry line of the driven section and goes up to 48.60mm, which corresponds to half of the inner tube diameter. The shaft surface that corresponds to the shock tube symmetry line. The upper wall surface that corresponds to the upper wall of the shock tube driven section.  The side wall surface that corresponds to the end wall of the shock tube driven section. The Figure 3 shows the unstructured triangular mesh generated in the Lazarus integrated environment, diaphragm, shaft, upper wall and side wall surfaces of the of the shock tube driven section used for simulation.

[image: ]
Figure 3 - Diaphragm, shaft, upper wall and side wall surfaces of the of the shock tube driven section.

Each cell was identified according to the position occupied in the mesh. The cells that occupy the first column of the mesh, where the diaphragm ruptures (diaphragm surface), were called the diaphragm cells. Cells that are in contact with the (upper wall surface) of the tube were called upper wall cells, cells that are in the last column of the mesh and in contact with the end of the tube (side wall surface) were called the side wall cells, cells that are in contact with the shock tube symmetry line (shaft surface) were called shaft cells and the intermediates cells were called neighbors cells. The Figure 4 shows the position of the diaphragm, shaft, side walls, upper wall and neighbor’s cells in the mesh.

[image: ]
Figure 4 - Position of diaphragm, side walls, shaft, upper wall and neighbor’s cells in the mesh.

Cells called ghost cells were created on the diaphragm, shaft, upper wall and side wall surfaces to establish the boundary conditions necessary for simulation. The Figure 5 shows the position of the ghost cells in the mesh.

[image: ]
Figure 5 - Ghost cells in the mesh.

These cells are volumes of fictitious controls defined at the output of the computational domain of interest and which serve only for the implementation of boundary conditions.

2.2. Boundary conditions

The boundary conditions established at moment of diaphragm rupture were as follows: In the diaphragm cells an initial value was established for specific mass, pressure, horizontal and vertical velocities components for the air mass. These boundary conditions correspond to the initial conditions of the driver section at moment of diaphragm rupture. In upper wall surface, the vertical velocity components of the upper wall cells were the same in module and an opposite sign of the vertical velocity components of the upper wall ghost cells. These conditions were established to ensure that there was not flow in the upper wall surface of the shock tube driven section. The horizontal velocity components of the upper wall cells were the same in module and an opposite sign of the horizontal velocity components of the neighbor’s cells. These conditions were established to ensure zero velocity in the upper wall surface of the shock tube driven section. In the shaft surface, the vertical velocity component of the shaft cells was zero and the horizontal velocity components of the shaft cells were the same in module and same sign of the horizontal velocity components of the neighbor’s cells. These conditions ensured that the wave moved only in the horizontal direction. On the side wall surface, the vertical velocity components of the side wall cells were the same in module and an opposite sign of the vertical velocity components of the neighbor’s cells and the horizontal velocity components of the side wall cells were the same in module and an opposite sign of the horizontal velocity components of the side wall ghost cells. These conditions guaranteed the return of the wave after reaching the end of the shock tube. Two other conditions are obtained by assuming pressure and temperature gradients zero on the wall.

2.3. Simulation of transient flow using Euler equations 

The process of discretization of Euler equations, numerical integration and introduction of the artificial dissipation technique developed in this work had as a reference the work developed by Azevedo et al. [20], which is suitable for compressible flow and will be described in the sequence. An algorithm in object-oriented Pascal language, using the integrated Lazarus, was developed in finite volumes in two dimensions and unstructured to solve Euler equations in unstable aerodynamic flows. The Euler equation can be written in full form in two Cartesian dimensions as:



Where V represents the area of the control volume and S is the boundary of the control volume. The quantity conservation vector Q can be written as:

  

Where ρ is the specific mass, ρu and ρv are the components cartesian flow and e is the total energy per unit volume. For non-stationary meshes, the flow vectors E and F can be written as:



Where u and v are the components of cartesian velocities and P is the pressure. The pressure P is calculated from the perfect gas state equation:

 

Where γ is the ratio of specific heats. The velocities components can be defined as:



Where xt and yt represent the components of cartesian velocities of the mesh. The two-dimensional Euler equations in integral form were discretized using a finite volume procedure in unstructured triangular meshes. The algorithm represents a scheme of cells centered in which the current variables represent the average of conservation of quantities of the control volume. The average number of cells is defined as:



The Euler equation can be rewritten for each cell (i) of the control volume as:



For each cell, the control volume used to integrate the equations was formed by each triangular cell. The flows passing through the volume interfaces were obtained by simple arithmetic mean calculated using the properties of the control volume that share the same interface. The surface integral of equation (7) can be approximated by a convective operator C (Qi) as:



Where (xk1, yk1) and (xk2, yk2) are the vertices of the triangles that define the interface between cells (i) and (k). The flows were computed by averaging the properties in each of the two adjacent cell interfaces. The numerical solution of Euler equations required the introduction of the term of artificial dissipation in order to avoid oscillations near the shock wave and the errors incorporated with the high frequencies, Azevedo et al. [20]. The numerical dissipation terms are formed by the Laplacian and harmonic operators. The artificial dissipation term D (Qi) can be written as:



Where d(2) (Qi) represents the contribution of the Laplacian operator and d(4) (Qi) represents the contribution of the harmonic operator. The harmonic operator is responsible for correcting errors related to high oscillation frequencies. The harmonic operator is formed by:



Where the sum of k represents the volume of control common at the interfaces with cells i. The Laplacian operator prevents oscillations near the shock wave and is constructed as:



Where the coefficient  is defined as:



Where vi is calculated by normalizing the Laplacian operator as:



Where the coefficient  is defined as:



Based on information available in the works carried out by Azevedo et al. [20], Jameson et al. [21] and Mavriplis [22] the suggested constants for K (2) and K (4) are: 1/4 ≤ K (2) ≤ 1/2 and 1/256 ≤ K (4) ≤ 3/256. The values of the constants used were K (2) = 1/4 and K (4) = 3/256. Thus, the Euler equation totally discretized and after adding the artificial dissipation term can be written as:



Equation 15 is integrated in time and uses five stages a hybrid scheme that involves Jameson's explicit step-time considerations. To solve this equation was used the procedure suggested by Azevedo et al. [20] and Jameson and Baker [23]. This scheme can be written as:

   







Where subscripts n and n+1 indicate the property values at the beginning and end of each time step. The values used for the α coefficients, based on the work of Azevedo et al. [20] and Mavriplis [22] are:


The local time step and the residual smoothing were used to accelerate the convergence of the simulation process in steady state. The purpose of implementing the local step time is to keep the CFL number approximately constant throughout the field. The step time used to update the conservation variables in the cells in the steady state can be calculated by:



Where (∆si) is associated with the characteristic length of cell i and α is the sound velocity. (∆si) can be calculated as follows:



Where lmin represents the shortest side of the triangle and cmin the shortest distance between the centroids of two adjacent cells. The magnitude of the local velocity vector is given by:



To accelerate the convergence of the stable condition, smoothing the residual was employed. The residual in cell i can be defined as:



The Ri smoothing was implemented by replacing the residual Ri with the average of the residuals as follows:



Where  represents the Laplacian operator. The centered cell scheme applied to a triangular mesh was represented as follows: 

 
Where the k index represents the loop over all neighboring cells around cell i and ghost cells. For the correct treatment of the boundary conditions, the non-reflected wave condition was implemented, this boundary condition allows the disturbance to distance itself from the wave. This was accomplished with the use of the invariant Riemann, Azevedo et al. [20]. The invariant Riemann are evaluated as follows:





Where subscript ∞ denotes amount of free flow and subscript e denotes extrapolated quantity within the adjacent cell. The variable qn is the normal velocity component of the contour surface. The following expressions can be used for the normal velocity component and sound velocity of the contour surface:

 



Two other boundary conditions depend on whether there is an outlet flow or inlet flow on the control surface. The following equations were used to calculate the specific mass and the cartesian velocity component at the interface of the control surface when the flow is outgoing (qnb> 0):







Where sx and sy are the x and y components of the flow at the outlet of the control surface. In the input flow condition (qnb <0) the equations can be expressed as:







2.4. Simulation and flow properties

The ideal gas equation can be expressed as:



Where:  is the absolute pressure in [N/m2];  is gas specific mass in [kg/m3];  is the gas constant in [J/ kg. K] and is the temperature of the gas in [K].

The sound velocity propagation equation can be expressed as:



Where: is the sound velocity propagation in [m/s] and γ represents the ratio between specific heats.

The equations 34 and 35 can be manipulated as follows:



Therefore, pressure and temperature can be represented as follows:





The relationships between specific heats specific can be expressed as:





Where:  is the specific heat at constant pressure in [J/kg. K] and is the specific heat at constant volume in [J/ kg. K].

The equations 39 and 40 can be manipulated as follows:





The energy equation can be expressed as, Azevedo et al. [20]:



Where:  is the energy in [J];  is the product of specific heat at constant volume and absolute temperature in [J/kg] and  is the velocity in [m/s].

The equation 43 can be manipulated as follows:





Therefore, absolute pressure can be represented as follows, Azevedo et al. [20]:



Where:  is the absolute pressure in [N/m2]; is the velocity in the x direction in [m/s] and is the velocity in the y direction in [m/s].

The pressure, specific mass, temperature, energy, velocity components and sound velocity equations used in the simulation process have been replaced by dimensionless parameters as follows:











The dimensionless absolute pressure and energy equation can be represented as follows: 





The Courant number using dimensionless variables can be expressed by:




Where:  is the Courant number;  is the velocity in [m/s];  is the sound velocity propagation in [m / s];   is the time step in [s] and  is the space step in [m].

2.5. Thermal ignition calculation criteria 

A computational routine was implemented in object-oriented Pascal language, using the integrated Lazarus, to calculate the ignition delay times of fuels using a global thermal ignition mechanism. The global mechanism is a model in which the chemical elements generated in the combustion process are given directly by the mass conservation relationship between products and reagents, Cancino et al. [4]. In these calculations, it was considered that the mixture was already formed due to the temperature and pressure inside in the tube shock driven section and that the burning was instantaneous. A similar procedure was used in the global kinetic equation for the fuel. The dimensionless pressure and temperature parameters of each cell were transformed into dimensional parameters, according to the following relationships:



Where: T1dim is the dimensional temperature in [K]; Tadim is the dimensionless temperature and Tdoo is the infinite temperature in [K].



Where: P1dim is the dimensional pressure in [bar]; P1adim is the dimensionless pressure; ROdoo is the infinite specific mass in [kg/m3] and aoo is the velocity of sound propagation in the medium in [m/s]. 

The cells that had a longer time than the ignition time, burned instantly. In these cells the dimensional temperature was calculated considering the energy balance in an adiabatic cell and complete combustion as follows:


Where: T2dim is the dimensional temperature of the cells burned in [K]; T1dim is the dimensional temperature not burned in [K]; FAst is the stoichiometric fuel/air ratio; PCI is the fuel calorific value below [J/kg. K] and cpAr is the specific heat of the air in [J/kg. K].

The dimensional pressure of the burned cells was calculated as follows:



Where: P2dim is the dimensional pressure of the cells burned in [N/m2]; Q[Ro] is the dimensionless density; ROdoo is the infinite specific mass in [kg/m3]; Rar is the gas constant in [J/kg. K] and T2dim is the dimensional temperature of the cells burned in [K].

The dimensionless pressure of the burned cells was calculated as follows:



Where: P2adim is the dimensionless pressure; P2dim is the dimensional pressure of the cells burned in [N/m2]; ROdoo is the infinite specific mass in [kg/m3] and aoo is the speed of sound propagation in the medium in [m/s].

The relationship between reflected shock wave pressure and incident shock wave pressure was calculated as follows:



Where: P5dim is the dimensional reflected shock pressure of the cells burned in [N/m2].

The ratio compression known the ratio reflected shock wave temperature and incident shock wave temperature was calculated as follows:




Where: T5dim is the dimensional reflected shock temperature of the cells burned in [K].

The energy of the burned cells was calculated as follows:



Where: Q[e] is the energy of the cells burned; P2adim is the dimensionless pressure; γ is the ratio of specific heats; Q[Ro] is the dimensionless density; Q[Rou] is the horizontal component of the speed and Q[Rov] is the vertical component of speed.

The ignition delay time was calculated according to the convectional diesel fuel tested and using Arrhenius correlations obtained from experimental tests conducted by santana et al. [3]. The Arrhenius correlations can be expressed by:



Where: A and B are constants of the Arrhenius equation,  is fuel – air equivalence ratio, Ea is global activation energy for de combustion process [J/mol], R is universal gas constant [8.314J/mol.K], T is temperature in [K], P is pressure in [bar] and x is the pressure exponent.

3. Results and Discussion

The experiments were conducted in the heated shock tube facility of the Mobility Technology Center (CTM) of Federal University of Minas Gerais (UFMG) (http://www.elo.eng.ufmg.br/index.php?page=5&laboratorio=11). This shock tube, the experimental procedure, instrumentation description, position, types and accuracy of the sensors and fuel injector are described in Santana et al. [3]. The experiments were carried out with the convectional diesel, which is the fuel normally distributed by the refineries to supply the fleet of trucks and buses and it has a cetane number of 43. The Table 1 listed the measured ignition delay time τ for convectional diesel.  All measurements were carried out equivalence ratios 1. P2 and T2 represents the pressure and temperature of the incident shock wave, P5 and T5 represents the pressure and temperature of the reflected shock and τ is the ignition delay time measured. The experiments were performed in the temperature range of 903 to 1260K and target pressures were approximately 24 bar. Were found ignition delay times ranging from 316 to 856μs. 

Table 1 - Measured ignition delay times for convectional diesel (Adapted Santana et al. [3]).

	Incident shock
	Reflected shock
	Ignition delay time

	P2
 (bar)
	T2
(K)
	P5 
(bar)
	T5
(K)
	τ
(μs)

	14.2
	932
	24.6
	1150
	362

	14.2
	945
	24.3
	1162
	342

	14
	962
	24.2
	1260
	329

	13.7
	874
	23.6
	940
	603

	14.2
	912
	23.8
	1065
	316

	14.1
	918
	24.6
	1082
	418

	13.9
	915
	23.1
	980
	443

	13.4
	902
	24.2
	1008
	439

	13.2
	874
	24.7
	972
	518

	13.9
	862
	24.3
	965
	780

	13.6
	854
	24.7
	903
	856

	14
	862
	24.1
	920
	790

	14.2
	840
	24.2
	972
	680

	13.9
	798
	24.8
	995
	648

	13.8
	823
	24.5
	1040
	490

	13.6
	890
	23.8
	1120
	412

	14
	944
	23.9
	1243
	325

















[bookmark: _Hlk109028772]The Figure 6 shows the linear regression of the experimental tests performed by Santana et al. [3] for convectional diesel, with an R2 value of 0.95.
 [image: ]
Figure 6 - Linear regression of the experimental tests for convectional diesel.

[bookmark: _Hlk109028786]The Arrhenius equation obtained by the linear regression of the ignition delay times experimental tests performed by Santana et al. [3] for convectional diesel can be expressed by:



[bookmark: _Hlk109028816]The Figure 7 shows the comparison of the ignition delay times simulated in this work with the experimental tests carried out by Santana et al. [3] with convectional diesel in the interval of 2 milliseconds. The experimental and simulation tests with convectional diesel were performed at reflected shock wave temperature of 1082K, equivalence ratio 1 and reflected shock wave pressures of 24 bar. The experimental measured and simulated ignition delay times were 418 and 515μs, respectively. The difference between the experimental and simulated test was 19%, this difference also can be explained by the measurement in the shock tube, that as already explained the ignition delay time was calculated by the time difference between the passage of the shock wave by the pressure sensor and the start of the ignition detected by the luminosity detection sensor. More information about experimental tests can be found in Santana et al. [2] and Santana et al. [3].
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Figure 7 - Simulation and experimental results for convectional diesel.

The table 2 listed the simulated ignition delay times for convectional diesel. Were performed 22 simulations and all measurements were carried out equivalence ratios 1, temperature ranged from 880 to 1300K and target pressures approximately 24 bar. The simulations were performed at previously defined temperatures according to the experimental tests performed by Santana et al. [3] and typical temperatures simulated by other authors. In these simulations were found times ranging from 425 to 1890μs.

Table 2 - Simulated ignition delay times for convectional diesel in present study.
	Convectional diesel

	T5
(K)
	P5
(bar)
	τ
(μs)

	880
	24.4
	1890

	900
	24.4
	1208

	920
	24.4
	848

	940
	24.4
	726

	960
	24.4
	665

	980
	24.5
	624

	1000
	24.4
	590

	1020
	24.5
	562

	1040
	24.6
	532

	1060
	24.6
	518

	1082
	24.6
	515

	1100
	24.5
	490

	1120
	24.5
	481

	1140
	24.5
	468

	1160
	24.5
	452

	1180
	24.5
	447

	1200
	24.6
	440

	1220
	24.6
	434

	1240
	24.5
	430

	1260
	24.5
	428

	1280
	24.6
	427

	1300
	24.6
	425



The figure 8 shows the comparison of the ignition delay times simulated in present study with the experimental tests carried out by Santana et al. [3] with convectional diesel. All experiments were performed at reflected shock wave pressure of 24 bar and equivalence ratios of 1.

[image: ]
Figure 8 - Simulation and experimental results for convectional diesel.

The simulation results in present study showed a good approximation of the experimental tests conducted by Santana et al [3]. The slope of the upward curves above 1.1 shows that, at low temperatures (< 910K) all fuel simulated had long ignition delay times. This simulation confirms that the ignition delay time increases with the reduction temperature and that thermal ignition does not occur at low temperatures. There was not occurrence of thermal ignition in the tests conducted by Santana et al. [3] at temperatures below 910K. The slope of the downward curves below 0.82 shows that, at high temperatures (> 1220K) all fuel simulated had low ignition delay times and between 0.82 and 1.1, the simulation showed a linear increase in ignition time with temperature. As show, in all simulations the ignition delay times found were greater than in the experimental tests. Considering all temperature range, the difference between the experimental and simulated test was approximately 15%, this difference also can be explained by the measurement in the shock tube, that the ignition delay time was calculated by the time difference between the passage of the shock wave by the pressure sensor and the start of the ignition detected by the luminosity detection sensor. 

Gowdagiri et al. [24] Gowdagiri and Oehlschlaeger [25] also measured and simulated the ignition delay time of convectional petroleum diesel fuel and alternative hydroprocessed renewable diesel fuel using shock tube. The experimental tests and numerical simulations were performed under the following conditions: temperatures from 705 to 1266K, pressures at 20 atm and equivalence ratio 1. For experimental tests with convectional petroleum diesel fuel were found delay times ranging from 82 to 1428 μs and for alternative hydroprocessed renewable diesel fuel were found delay times ranging from 90 to 1654 μs. The Arrhenius equation obtained by the linear regression of the ignition delay times experimental tests for convectional petroleum diesel fuel and alternative hydroprocessed renewable diesel fuel can be expressed by:



Davidson et al. [26] also measured and simulated the ignition delay time of convectional diesel fuel using shock tube. The experimental tests and numerical simulations were performed under the following conditions: temperatures from 1000 to 1400K, pressures from at 12 atm and equivalence ratio 1. For experimental tests with convectional diesel fuel were found delay times ranging from 100 to 1090 μs. The Arrhenius equation obtained by the linear regression of the ignition delay times experimental tests for convectional diesel fuel can be expressed by:


 
Hoang and Thi [27] also measured and simulated the ignition delay time of pure diesel fuel using shock tube. The experimental tests and numerical simulations were performed under the following conditions: temperatures from 1174 to 1685K, pressures from at 12 atm and equivalence ratio 1. The Arrhenius equation obtained by the linear regression of the ignition delay times experimental tests for pure diesel fuel can be expressed by:



The figure 9 shows the comparison of the ignition delay times simulated with diesel fuel in present study with the experimental tests carried out by Santana et al. [3], experimental tests and numerical simulation carried out by Gowdagiri et al. [24], Davidson et al. [26] and Hoang and Thi [27].

[image: ]
Figure 9 - Comparison of experimental and simulation ignition delay times for reference and convectional diesel in present study with convectional diesel from Gowdagiri et al. [24], Davidson et al. [26] and Hoang and Thi [27].

These comparisons show three distinct regions in relation to the Arrhenius equation: high temperature region, exhibits greater dependence of ignition time on temperature, moderate temperature region, which exhibits approximately linear variation of ignition time with respect to temperature and region low temperature, which exhibits less dependence of ignition time on temperature. The comparisons at same conditions of equivalence ratio, in this case = 1, show that in all cases, the ignition delay times at high-temperature results (>1000 K) exhibit a decreased in ignition time with increased pressure and activation energy. At low temperature (<1000 K) all tests presented longest and less pronounced variation of ignition delay time. This can be explained by the low activation energy, which is directly related to temperature. The numerical simulations reproduced accurately the experimental tests. The results showed a good approximation of the experimental tests conducted by Santana et al [3] and Gowdagiri et al. [24] with the numerical simulations performed in the present work, since they were performed under the same pressure and equivalence ratio conditions. The results performed by Davidson [26] showed different results because it was performed at lower pressure. As for the tests and simulation conducted by Santana et al [3], Gowdagiri et al. [24] and numerical simulations performed in the present work were performed with pressure ranging from 20 to 24 bar, Davidson [26] used at 12 atm. In this analysis, the results that dispersed the most were those conducted by Hoang and Thy [27], who carried out their work at high temperatures. These results confirm that temperature is an important factor in the study of ignition timing, since the activation energy is directly influenced.

[bookmark: _Hlk495697482]Wang et al. [28], Campbell et al. [29], Campbell et al. [30], Westbrook et al. [31], Walton et al. [32], Campbell et al [33], Knothe et al [34] and Westbrook et al [35] also to investigated the relationship between experimental measurement of ignition delay time of fuel and numerical simulation in shock tube.

4 Conclusions

[bookmark: _Hlk524785835]The computational routine using Lazarus code compiler was developed to prediction and characterization ignition delay time, pressure, temperature generated and energy released in the combustion process of convectional diesel in a shock tube. The ignition delay times of convectional diesel simulated in this study are consistent with experimental tests performed by Santana et al [3] and those found in the literature. For convectional diesel fuel were found times ranging from 425 to 1890μs. In general, at high-temperatures (> 1000K) the delay time varied significantly because the increase activation energy in this condition. At low-temperatures (< 1000K) this variation was more attenuated. This study also confirms the experimental tests, that the ignition time varies with increase pressure and temperature of the reflected shock. The results show good prediction between experimental tests and numerical simulations. Considering all temperature range, the difference between the experimental and simulated test was approximately 15%, this difference also can be explained by the measurement in the shock tube, that the ignition delay time was calculated by the time difference between the passage of the shock wave by the pressure sensor and the start of the ignition detected by the luminosity detection sensor. This work is relevant because it was developed computational routine in open software and the results achieved in the simulation were considered satisfactory, since they are in the same order of magnitude as the results found in the experimental tests carried out by Santana et al [3] and other works.
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