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Abstract
Species richness, evenness, and taxonomic diversity have been proposed and used as indicators of biodiversity. However, the governing equations for the dynamics of these indicators are often unknown and an understanding of their mechanism is limited. By employing a nonlinear forecasting-based method to the time series of 10 biodiversity indicators of a marine fish community, we aimed to detect changes in their dynamics and classify the indicators according to the level and timing of dynamic changes. The 10 biodiversity indicators were classified into three super-groups: Group I (species richness and community center of distribution) with the most unchanged dynamics; Group II (species diversity and total abundance) with dynamics that had an abrupt change in the middle, presumably due to an increase in local temperature; and Group III (species evenness) with highly variable dynamics. Finally, a hypothesis regarding the mechanistic basis of the dynamic similarities between the biodiversity indicators was proposed.














Introduction
Understanding temporal and spatial patterns of biodiversity is a central issue in ecology. Accordingly, several community indicators, such as total abundance, species richness, and species diversity indices, have been proposed. A single or a combination of these indicators is often used in ecological studies. However, as biodiversity is an emergent property from complex interactions among high-dimensional biotic and abiotic factors, a single indicator cannot account for its entirety (Purvis & Hector 2000; Giller et al. 2004). Further, the governing equation of community dynamics a priori is unknown, causing challenges in understanding the axes of biodiversity that is reflected by the indicators and how they interrelate with each other (Purvis & Hector 2000).

Context dependence, the ubiquitous nature of ecological dynamics, can be used to characterize biodiversity indicators. According to growing evidence, the interactions between biotic and abiotic factors are not constant, but often change in magnitude or even signs influenced by environmental factors (Chamberlain et al. 2014). As biodiversity is an emergent outcome of biotic/abiotic interactions, it is not surprising that its dynamics show context dependence (Fig. 1a; Worm et al. 2002; Becks et al. 2005; Hiddink et al. 2009). Thus, biodiversity indicators due to similar interactions between biotic and abiotic factors are expected to show similar context dependence. Therefore, a mechanism-based classification of biodiversity indicators can be performed by examining the similarity/dissimilarity of their context-dependence.

A typical approach for diagnosing context dependence in ecological dynamics involves the performance of manipulative experiments that examine the response of a target variable to alterations in specific environmental conditions (e.g., Becks et al. 2005; Worm et al. 2002) or field observations that investigate the correlations between the variable and environmental gradients (Hiddink et al. 2009). However, these approaches only assess the relationship with pre-determined, observable factors and should fail to capture the full view of context dependence displayed by a high-dimensional, emergent property, such as biodiversity.

Nonlinear time-series forecasting provides a promising alternative methodology for detecting context-dependent changes in the dynamics of biodiversity indicators. This approach is based on Takens’ theorem (Takens 1981), which proves that the dynamical properties of a high-dimensional nonlinear system can be recovered in the lagged coordinate space of a single time series (state space reconstruction (SSR)). Thus, nonlinear forecasting with the SSR technique enables the prediction of future values of a target variable by accounting for changes in unobserved latent factors (Sugihara and May 1990; Chang et al. 2017), enabling the potential to evaluate the similarity in context-dependence among biodiversity indicators. If a time series of biodiversity indicator X is retrieved for different time windows A and B, Schreiber (1997) proposed a test to detect a change in dynamics (or context) between windows A and B using “nonlinear mutual prediction.” This procedure is summarized in Fig. 1b. First, a forecasting model to explain the temporal variability of variable X is built with window A of the time series of X as the supervisory data. Thereafter, the prediction of a different window B is performed using this model. If the prediction is successful, the two windows are deemed to share the same context; otherwise, the rule of X’s dynamics shifts between A and B.

By applying the nonlinear mutual prediction by Schreiber (1997) to a long-term monitoring dataset of a coastal fish community, we evaluated the context-dependent change in the dynamics of 10 biodiversity indicators, including total abundance, species richness, species diversity, species evenness, species dominance, taxonomic diversity, and community mean of the latitudinal center of distribution (COD), in this study. Further, we compared the magnitudes and timings of dynamic changes to evaluate the extent of similarity between these indicators in their dynamics-generating mechanisms (the governing equations). Notably, the fish community in the study area is undergoing severe anthropogenic changes in water temperature due to the shift in operational status (activation/inactivation) of a nuclear power plant (Masuda 2020), providing an interesting opportunity to classify biodiversity indicators based on changes in temperature dependence. 

Materials and Methods
Time-series of the fish community
A long-term monitoring dataset for a marine fish community on the coast of Uchiura Bay (35 °32' N, 135 °30' E) was employed. The study plot was located 2 km from the discharge outlet of the Takahama Nuclear Power Plant (NPP). The Takahama NPP began operation in 1974 and was closed for two periods: four years from February 2012 to January 2016 and 14 months from March 2016 to May 2017 (Kansai Electric Power Group 2021). During operation, the Takahama NPP drains thermal discharge at 238 m3s-1 at maximum, 7 °C higher than the water temperature in the natural environment (Kokaji 1995). The resultant temperature increase in the survey area caused by NPP operation is approximately 2 ℃ (Masuda 2020).

Population data for each fish species was obtained by direct underwater visual surveys, which covered an area of approximately 1200 m2 (2 m wide and 600 m long). These surveys were conducted once per month from January 18, 2012, to April 26, 2019. The number of individuals observed during dives was recorded for each fish species. The fish identification procedure followed that described by Nakabo (2013). The survey method was previously described by Masuda (2020).

The data contained 88 time-points over seven years. A total of 95 fish species were detected during the census period. Using the time series data, we sequentially calculated a snapshot of ten biodiversity indicators, including species number, relative abundance of species, and differences in fish taxonomy and geographic distribution (Table 1).

Temporal-shift pattern of context dependence for each biodiversity indicator
The patterns of context dependence were reconstructed for each indicator. Briefly, mutual prediction with nonlinear time-series analysis (Schreiber 1997) was applied to the compiled time-series dataset of fish biodiversity indicators. 

For each biodiversity indicator, the entire dataset (denoted as {xt; t = 1, …, 88}) was divided into 41 windows with a size of 48 points, sliding at one time point (the i-th window is described as Wi = {xi, …, xi + 47}). The window size is determined by the trade-off between the prediction skill and sensitivity to detect the timing of changes in context dependence (see Appendix S1 in Supporting Information). More specifically, the length of the window was set to 48 to be a multiple of 12 time points (equivalent to a length of one year) to control the effect of seasonality. Mutual prediction was performed using simplex projection (Sugihara & May 1990) for all window pairs.

Simplex projection is a method for nonlinear time-series forecasting based on Takens' theorem (Takens 1981), which proves that an attractor (i.e., a set of states and their trajectories represented in a phase space) of a multivariable dynamical system can be reconstructed with delay coordinates of a single observed variable and describes the transition rule between states. Simplex projection performs ensemble forecasting by averaging the time evolution of neighbor points on the attractor reconstructed by the available time series. 

The prediction performance of simplex projection depends on the choice of the embedding dimension, E, that is, the number of delay coordinates required to reconstruct the attractor. In this study, the optimal E that produced the lowest root mean squared error (RMSE) with the training data Wi was employed and searched from 1 to 12 was performed. Thereafter, a simplex projection with the optimal E was conducted to calculate the standardized RMSE between the predictions and the observed values as a measure of the prediction performance. Using windows Wi and Wj as the training and test data, respectively, the standardized RMSE was calculated as follows:
	
	
	(8)


where sdj is the standard deviation of the test data and RMSEij is the RMSE of the simplex projection with Wi and Wj. As sdj corresponds to the expected RMSE of a null model assuming no deterministic rules, the model with Wi is worse than that with no training data if sRMSEij ≥ 1. In the mutual prediction, the simplex projection procedure was executed for 41 × 41 combinations of Wi and Wj for the biodiversity indicators. Thus, the results of the mutual predictions were summarized as a 41 × 41 matrix (mutual prediction matrix).

Dynamical characteristics of the biodiversity indicators
Before the analysis, we confirmed that the dynamics of the biodiversity indicators were nonlinear and deterministic. To confirm this determinism, we leveraged the relative performance for predicting the target time series using a nonlinear forecasting model and a null model. In particular, we performed self-prediction with simplex projection for each window and calculated the proportion of windows whose sRMSEii (i.e., the RMSE of self-prediction standardized by its standard deviation) is less than 1. To quantify the nonlinearity of the dynamics of each indicator, a regularized S-map analysis was performed (Cenci et al. 2019). The S-map (sequential locally weighted linear map; Sugihara 1994) is a nonlinear forecasting method that constructs a locally weighted linear model to predict the target time series for each time point sequentially. In an S-map procedure, the locality is tuned by parameter θ, which assigns greater weights to the data closer to the target point on the attractor when θ > 0.0. Thus, the time series whose prediction skill with S-maps increases with θ is deemed to have more state-dependent (nonlinear) dynamics. The regularized S-map is a recent extension of this method to an elastic net that includes a penalty (regularization) term in a local linear model and is robust even under strong process noises (Cenci et al. 2019). Self-prediction was performed for each window with the regularized S-map and the optimal θ that produced the best prediction skill (obtained from [0, 10]) was calculated. To determine whether each biodiversity indicator showed nonlinear dynamics, we confirmed whether the distribution of the optimal θ of the observed time series was larger than zero by performing Dunnett’s test with the null hypothesis, θ = 0.0.

Similarity test of the context dependent pattern in biodiversity indicators
We measured the similarity in context dependence between the biodiversity indicators based on mutual prediction matrices. Briefly, the Euclidean distance between the sRMSE-based mutual prediction matrices was calculated. Thereafter, the biodiversity indicators were classified by applying hierarchical clustering with Ward’s method to the distance between the mutual prediction matrices. A significance test of the clustering was performed with a similarity profile (SIMPROF), in which the similarity pattern of the observed distance matrices was compared with that of the randomized distance matrices (Clarke et al. 2008). Randomization was iterated 999 times, and the significance level was set to 1%.

All analyses were performed using R version 4.0.2 (R Core Team 2020) and the R packages, ‘adiv’ (version 2.0.1, for the calculation of species diversity and evenness indices), ‘rEDM’ (version 0.7.5, for the simplex projection analysis), ‘glmnet’ (version 4.1-3, for the regularized S-map analysis), ‘SimComp’(version 3.3, for the Dunnet test), and ‘clustsig’ (version 1.1, for the permutation test with SIMPROF). The R source code and data will be uploaded to an online repository after publication.

Result
Self-prediction analyses using simplex projection revealed that biodiversity indicators follow nonlinear and deterministic dynamics. The simplex projection successfully predicted the dynamics (i.e., sRMSE ≤ 1.0) over 90% of the windows for eight biodiversity indicators (species richness S, total abundance N, taxonomic diversity δ, cCOD, Simpson’s diversity D, Shannon’s diversity H’, species dominance pmax and Simpson’s evenness ED, Fig. 3a). In contrast, successful self-prediction by simplex projection was observed in relatively low proportions of the window for Shannon’s evenness EH’ and Smith–Wilson evenness Evar. Furthermore, the self-prediction analysis with regularized S-maps revealed the detection of significant nonlinearities in all biodiversity indicators, except Shannon’s evenness EH’ (Fig. 3b).

The matrices of nonlinear mutual predictions for the ten indicators demonstrate that the temporal shift in mutual prediction skills can be categorized into three patterns (Fig. 4). The first pattern was associated with successful mutual predictions, in which a mutual prediction was improved by simplex projection for most of the window pairs (e.g., species richness S and cCOD). The second pattern was associated with temporally gradual degradation of mutual predictions. In this pattern, simplex projection improves the predictions for the diagonal, or temporally close, window pairs, but deteriorates those of off-diagonal (temporally distant) pairs (e.g., Simpson’s diversity D and species dominance pmax). The third pattern was associated with difficult mutual predictions: simplex projection often fails in mutual predictions even in temporally proximate (diagonal) pairs (e.g., Shannon’s evenness EH’ and Smith-Wilson evenness Evar).

Based on the similarities of the simplex projection’s mutual prediction matrices, the number of significant clusters was six (Fig. 5) according to hierarchical clustering analysis. Cluster 1 consisted of species richness S and cCOD; cluster 2, only total abundance N; cluster 3, Shannon's diversity H’; cluster 4, taxonomic diversity δ and Simpson's diversity D’; cluster 5, species dominance pmax and Simpson's evenness ED; and cluster 6, Shannon's evenness EH’ and Smith–Wilson's evenness Evar.

Discussion
Although various indicators have been proposed to capture biodiversity, little is known about the equations governing the dynamics of these indicators. In this study, we demonstrated that the temporal variability of biodiversity indicators is deterministic and nonlinear. This proposal is supported by the higher self-prediction accuracy with nonlinear time-series analysis than with no assumption of determinism for many indicators (Fig. 3a) and the significant nonlinearity dynamics displayed by most biodiversity indicators (Fig. 3b). The results of the mutual-prediction analysis also demonstrated that context-dependent changes in dynamics occur with biodiversity indicators, and their patterns differ between biodiversity indicators (Fig. 4).

Categorization based on context dependence (Fig. 5) provided profound insights into the dynamic similarity between biodiversity indicators. In particular, three groups of biodiversity indicators were identified. The first group, Group I, consisted of Cluster 1 for species richness and community COD (Fig. 5). This group was characterized by good mutual predictions regardless of the window timing (Fig. 4), indicating that the dynamics of these diversity indicators are robust to the environmental changes that occurred during the census period. The second group, Group II, mainly consisted of species diversity indices (clusters 2–4 for total abundance, Shannon’s diversity, taxonomic diversity, and Simpson's diversity; Fig. 5). In this group, the mutual prediction was degraded for temporally distant window pairs (Fig. 4), indicating a change in dynamics between the first and second halves of the study period. The third group, Group III, mainly comprised species evenness indices (clusters 5–6 for species dominance, Simpson’s evenness, Shannon’s evenness, and Smith–Wilson’s evenness; Fig. 5). This group had complex mutual prediction patterns (Fig. 4), implying that the dynamics of the indicators are highly sensitive to environmental changes.

For the invariability of the dynamics (context independence) of species richness, cCOD (Group I indicators) suggests that the temperature changes caused by NPP operation had a limited impact on the dynamics of those indicators. The small impact might be explained by the fact that the dynamics of species richness and cCOD are mainly driven by external processes, such as fish migration, on which temperature change by NPP operation has a limited effect. The accumulation curve analysis (Fig. S2 in Appendix S2) supports the hypothesis for the dynamics of species richness by demonstrating that migration plays a significant role in the dynamics of species richness. Similarly, the fluctuations of cCOD were attributed to those of fishes distributed in lower latitude areas and occurred in summer, suggesting that the cCOD dynamics were driven by migration (Fig S3). 

The dynamics of indicators belonging to Groups II or III were susceptible to changes in environmental factors, including water temperature. Interestingly, most of the indicators in these groups are related to species diversity and evenness, which are characterized by relative species abundance. Relative abundance is known to be influenced by intra- and interspecific interactions; such biotic interactions in fish species often display sensitive responses to water temperature (e.g., Anderson et al. 2008; van der Sleen et al. 2022). Thus, the temperature dependence of these lower-level interactions may scale up to the dynamics of species diversity and evenness indices, resulting in observed context-dependent shifts in those indicators. For Group III, the mutual prediction skill tended to be poor when the training data included the first half of the census period (Fig. 4). During this period, Takahama NPP, which had been operating continuously, was shut down. Thus, if the response of the dynamical rule to temperature changes is slow for these indicators, the dynamic rules may be transient, degrading the mutual predictions between windows, including the NPP operation and the others. Further exploration of these possibilities would require other approaches, such as species interaction inferences (Deyle et al. 2016) and critical slowdown analysis (Scheffer et al. 2009).

The varying sensitivity of dynamics to environmental change between the super-groups may be related to the complexity of the dynamical rules underlying these indicators. In particular, species diversity, a majority of Group II, was calculated by combining the information of species richness and relative species abundances, and species evenness for Group III was obtained by further standardizing the diversity indices with species number in a nonlinear manner, ultimately indicating that computational complexity increases in the order of species richness, species diversity, and species evenness. 

The mutual prediction results imply that the context dependence of the dynamics of some biodiversity indicators may be associated with a shift in the operational state of the Takahama NPP. In Group II, the mutual prediction skills were degraded for the pairs between the first and second half windows (Fig. 4). Interestingly, the Takahama NPP was inactive during the period that included most of the first half windows, whereas the second half contained many NPP active timings. In fact, our additional analysis demonstrates that the mutual-prediction skill decreases as the difference in the period of the NPP operation between the windows increases (see Appendix S3). These findings suggest that nonlinear mutual-prediction analysis can be useful for anomaly detection and early warning signals of nonlinear dynamical systems. Thus, further analyses and methodology developments are required.

By performing nonlinear mutual prediction, the biodiversity indicators obtained from the fish community were classified based on their context dependence in this study. The ten diversity indicators were classified into three groups, Groups I to III, and the patterns of the shifts may be understood by the different responses to changes in environmental factors, such as water temperature. Finally, two directions were employed to address this issue. The first is the generality of our findings. The nonlinear mutual prediction used in this study is applicable to the time-series data of the focal system, if available, with no prior knowledge. Thus, the similarity of context-dependence in biodiversity dynamics should be investigated via future data accumulation in various ecological communities. Second, identifying the environmental factors that resulted in the observed patterns of context dependence in biodiversity indicators served as a limiting factor. In this study, a clear correlation was only found between mutual-prediction matrices and NPP operation status for species richness and total abundance (see Appendix S3), indicating that the information on the NPP operation status alone is insufficient to understand the context dependence of fish species diversity. Therefore, to reveal the whole picture of context dependence underlying biodiversity dynamics, time-series data that measure multiple environmental factors that potentially affect fish community dynamics must be accumulated.
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	Metrics
	Equation
	Reference

	Simpson’s species diversity (D)
	
	Simpson 1949

	Shannon’s species diversity (H’)
	
	Shannon 1948

	Simpson's species evenness (ED)
	
	Simpson 1949

	Shannon's species evenness (EH)
	
	Shannon 1948

	Smith–Wilson's species evenness (Evar)
	
	Smith & Wilson 1996

	Taxonomic diversity (δ)
	
	Warwick & Clarke 1995

	community mean of COD (cCOD)
	
	-


Table 1 Equations used to calculate the biodiversity indicators.  is the proportion of the i-th fish species in the total number of individuals observed;  is the number of individuals of the i-th species observed; is the taxonomic distance between the i- and j-th species (set to 1, 2, 3 and 4 for the species pair within the same genus, within the same family, within the same order, and the others, respectively); and is the latitudinal center of distribution (COD) in the Northern Hemisphere of the i-th species (Nakabo 2013; Masuda 2020), standardized using the mean and variance of the COD of all species observed during the census.

[image: ]
Figure 1 Schematic diagram of the context-dependent change in biodiversity dynamics and its detection. a) The context-dependent interactions among environmental factors might scale up to context-dependent dynamics of biodiversity. b) The basic idea of using the nonlinear mutual prediction to detect context dependence in dynamics. In the time-series shown in 1), the governing equations of the dynamics differs between the first and second halves. The time-series is divided into four windows as shown in 2), and nonlinear mutual prediction is conducted between the windows as shown in 3). The obtained profile 4) indicates that the governing equations of dynamics changed after Window 2.
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Figure 2 Time series of ten biodiversity indicators. The horizontal axis shows the time point of each survey and the vertical axis shows the value of each indicator. The red shaded region indicates the period when the NPP was active.

[bookmark: _GoBack][image: ]
Figure 3 (a) Self-prediction skills for the ten biodiversity indicators. The vertical axis shows the windows with sRMSE less than 1 (i.e., the forecast skill of self-prediction between the windows of the dynamics of that indicator is better than prediction using null model). (b) Boxplot showing the strength of the nonlinearities of each biodiversity indicator dynamics. The vertical axis shows the strength of the nonlinearities (θ in the S-map). Each plot represents the optimal θ for the self-prediction of each window. The number of * represents the significance under the null hypothesis that “θ =0 for all windows.” **: p-value < 0.01, *: p-value < 0.05. S: species richness, N: total abundance, δ: taxonomic diversity, cCOD: community mean of the latitudinal center of distribution, D: Simpson species diversity, H’: Shannon species diversity, pmax: species dominance, ED: Simpson species evenness, EH’: Shannon species evenness, Evar: Smith–Wilson species evenness
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Figure 4 Forecast skill matrices for all window combinations. The windows used as training data and test data for the model are displayed in row and column, respectively.
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Figure 5 Clustering results using the Euclidean distances between the forecast skill matrices using simplex projection. S: species richness, N: total abundance, δ: taxonomic diversity, cCOD: community mean of the latitudinal center of distribution, D: Simpson species diversity, H’: Shannon species diversity, pmax: species dominance, ED: Simpson species evenness, EH’: Shannon species evenness, Evar: Smith–Wilson species evenness




1

image3.emf



species richness (S) total abundance (N)



Smith–Wilson evenness (Evar)Shannon’s evenness  (EH’)



Simpson’s evenness (ED)species dominance (pmax)



Shannon’s diversity (H’)Simpson’s diversity (D)



community COD (cCOD)taxonomic diversity (δ)










speciesrichness(S)

total abundance (N)

Smith–Wilsonevenness(E

var

) Shannon’s evenness  (E

H’

)

Simpson’s evenness(E

D

) species dominance (p

max

)

Shannon’s diversity (H’) Simpson’s diversity (D)

community COD (cCOD)

taxonomic diversity (

δ

)


image4.png
SMOpUIM | > JSINYS JO #

R o o osT:
o0 oo o._

¥ o b--|] |--{oo o
H F-----1
¥ oooLH_
H f------- -
Yo o fpo----- -
¥o F---1 ----1o
H F------ n
H b-mmmmmmme e

T T T T I I

o0 8 9 ¥ 2 0

0
[¢]
[e]

[e]
[}
(e]
o]}
o]

o]
o]
o]
[ I I I [
g 3 & S e

EVaI’

Epr

Pmax ED

6 ¢cCOD D H

N

HI

8 ¢cCOD D

N




image5.svg
                            (a)   (b)   **   **   **   **   **   **   **   **   *


image6.emf



species richness (S) sRMSEtaxonomic diversity (δ)total abundance (N)



community COD (cCOD) Simpson’s diversity (D) Shannon’s diversity (H’)



species dominance (pmax) Simpson’s evenness (ED) Shannon’s evenness (EH’)



Smith-Wilson evenness (Evar)



10 403020



10



20



30



40



10 403020



10



20



30



40



10 403020



10



20



30



40



10 403020



10



20



30



40



10 403020



10



20



30



40



10 403020



10



20



30



40



10 403020



10



20



30



40



10 403020



10



20



30



40



10 403020



10



20



30



40



10 403020



10



20



30



40










species richness (S)

sRMSE

taxonomic diversity (δ) total abundance (N)

community COD (cCOD) Simpson’s diversity (D) Shannon’s diversity (H’)

species dominance (p

max

) Simpson’s evenness (E

D

) Shannon’s evenness (E

H’

)

Smith-Wilson evenness (E

var

)

10 40 30 20

10

20

30

40

10 40 30 20

10

20

30

40

10 40 30 20

10

20

30

40

10 40 30 20

10

20

30

40

10 40 30 20

10

20

30

40

10 40 30 20

10

20

30

40

10 40 30 20

10

20

30

40

10 40 30 20

10

20

30

40

10 40 30 20

10

20

30

40

10 40 30 20

10

20

30

40


image7.emf



0



b)



D pmaxEDEH’ S N H’cCOD Evar



5
10



15



1 2 3 4 5 6 7 8



δ 



Significant clusters



S EH’EDH’ DN EvarpmaxcCOD



a)
15



10
5



0



he
ig



ht



432 5 6



δ



1



Significant clusters










0

b)

D p

max

E

D

E

H’

S N H’ cCOD E

var

5

1

0

1

5

1 2 3 4 5 6 7 8

δ 

Significant clusters

S E

H’

E

D

H’ D N E

var

p

max

cCOD

a)

1

5

1

0

5

0

h

e

i

g

h

t

4 3 2 5 6

δ

1

Significant clusters


image1.png
biodiversity

t

context dependence

-1

environmental factors

abiotic factors biotic factors

* temperature * competitor
» amount of sunlit * predator

b) 1)

T

time

w
N

forecast forecast
— —
Window 1 Window 2 Window 1 Window 3

High forecast skill Low forecast skill

2)

4)

D observable
D unobservable

i

Window 1  Window 2 Window 3 Window 4

High :

test window

training window

forecast skill




image2.svg
                                                      a)   b)                forecast    forecast   High forecast skill   Low forecast skill   3)   Window 2   Window 1   Window 3   Window 1                                         test window   training window   forecast skill   High   Low :         2)   1)   4)   Window 1   Window 3   Window 4   Window 2   time   :   4   3   2   1   1   3   2   4                                            


