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Abstract

We present a focused analysis of user studies in explainable artificial intelligence
(XAI) entailing qualitative investigation. We draw on social science corpora to sug-
gest ways for improving the rigor of studies where XAI researchers use observations,
interviews, focus groups, and/or questionnaires to capture qualitative data. We con-
textualize the presentation of the XAI papers included in our analysis according to
the components of rigor described in the qualitative research literature: 1) underlying
theories or frameworks, 2) methodological approaches, 3) data collection methods,
and 4) data analysis processes. The results of our analysis support calls from others in
the XAI community advocating for collaboration with experts from social disciplines
to bolster rigor and effectiveness in user studies.
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1 INTRODUCTION

One impetus for advancing the field of explainable artificial intelligence (XAI) has been the incorporation of insights from social
science corpora into XAI research1,2,3,4. Cognitive scientists with expertise in cognitive psychology have underscored the nuance
of how explanations can be used in XAI5. Teams of social scientists are serving as pillars to XAI research programs situated
in national defense agencies6,7,8. Findings synthesized from social science literature now offer a foundation for researchers to
inform investigation in XAI9; experts have also speculated on XAI systems occupying key social capacities in the future10.
This paper extends the stream of XAI literature composed of papers from authors who have drawn from the social sciences.

Our chief contribution is a focused analysis of the XAI literature on qualitative investigation. In a vein akin to Miller et al.1, this
work is not intended as an exhaustive literature review, but a focused analysis of papers to spotlight the current opportunities
in XAI that can be capitalized on to enrich user studies. ‘User studies’ is a broad term encompassing a gamut of evaluations,
like experiments and field studies, where users are involved11. We use ‘user studies’ also in reference to studies conducted
for purposes other than evaluation (e.g., exploratory investigation, for discovery, to collect requirements). Coupled with the
knowledge drawn from the social science literature, we argue the findings presented in this paper are critical to catalyzing
systematic qualitative investigation in XAI; our ultimate aim is to bolster the rigor and effectiveness of user studies in XAI.
Our motivation aligns with arguments raised by others in the XAI community regarding user studies9,6,12,13. Of note, Pay-

rovnaziri et al.12 underline the importance for interdisciplinary cooperation (between AI researchers and medical professionals)
toward maximizing the effectiveness of XAI methods in the context of medicine. In their description of a recent multinational,
interdisciplinary workshop on explainable machine learning, Bhatt et al.13 punctuate the need for broad collaboration with
experts from social disciplines if the field of XAI is to ensure rigor and effectiveness in user evaluations.
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We marry the perspectives of Payrovnaziri et al.12 and Bhatt et al.13 with the correlative outlook of researchers not fixed
in the traditional bounds of AI. As a human-computer interaction (HCI) expert, Xu14 emphasizes the importance of spurring
interdisciplinary collaboration in XAI to assure rigor in experiments involving users and validity in research protocols. We share
the sentiments of Payrovnaziri et al.12, Bhatt et al.13, and Xu14, drawing attention to the qualitative research literature in hopes
of galvanizing a systematic approach to qualitative investigation in XAI.

2 QUALITATIVE RESEARCH: BACKGROUND, DATA, AND METHODS

2.0.1 Background
There are numerous examples in the AI literature of researchers using ‘qualitative’ to validly describe analyses that extend
beyond quantitative aspects15,16,17,18,19,20,21,22,23,24,25,26,27. In qualitative research, however, ‘qualitative’ refers to a naturalistic
orientation to the world used to study the human facets of a topic—namely, the meanings brought by research participants to
the phenomena under investigation28,29,30.

2.0.2 Qualitative Data
Broadly distinguishing between quantitative data and qualitative data, the former is typically numerical, whereas the latter
is typically nonnumerical31. Many qualitative researchers also study phenomena quantitatively, for example, using statistical
analyses to describe data, and as a means for determining consistency of findings across data collection methods (e.g., interviews
vis-a-vis questionnaires)32. In qualitative research, many data analysis processes involve some form of ‘coding’—a fundamental
data analysis technique researchers use to attributemeaning to data to support categorization, pattern identification, and/or theory
development33,34,29. Coding is a cyclical process encompassing 30+ coding methods researchers can select from to analyze
qualitative data34; crucially, ‘code’ in qualitative data analysis is not to be conflated with ‘code’ as is used in semiotics, nor with
‘code’ as is used in computer programming.

2.0.3 Qualitative Methods
As XAI studies may adopt a quantitative, qualitative, or mixed-methods design35, we limit our focus to XAI papers where some
degree of qualitative design was adopted by the authors as part of user studies. In line with Mahoney36, we delimit the scope
of our analysis (Section 3) to XAI papers where authors incorporated any form of the three most common methods used for
qualitative investigation: 1) observations, 2) interviews, and/or 3) focus groups.
Observations are used in qualitative investigation to inform understanding of research context, affording researchers the oppor-

tunity to collect data on the processes, participant behaviors, or programs under study36. Observations can be conducted in
artificial (e.g., laboratory) settings, but generally occur in natural settings to capture data as data exist in the real-world37. Obser-
vations afford researchers a means to learn about aspects that may not arise in interviews or focus groups due to the reticence
and/or unawareness of participants36.
Interviews are used to capture insights directly from research participants36, conducted in-person, via telephone, or on the

Web38. Interview formats can be structured (rigid), semi-structured (flexible), or unstructured (free-form)39. Structured inter-
views are useful for evaluating systemswhen a streamlined comparison of responses frommultiple users is required; unstructured
interviews are useful for obtaining deep insights and affording participants a chance to explore topics they (participants) deem
significant; and semi-structured interviews offer utility to researchers who are unfamiliar with a domain or user group and are
interested in obtaining deep insights from participants, absent the unbounded nature of unstructured interviews, and absent the
limiting nature of structured interviews39. Most interviews in qualitative research are semi-structured, as the flexibility of semi-
structured interviews afford a versatile happy medium (between the structured and unstructured formats) for data collection38.
Interviewing offers researchers utility for informing various research activities including initial exploration and requirements
gathering39.
Focus groups, sometimes referred to as ‘group interviewing’40, employ aspects of qualitative interviewing to elicit (otherwise

undiscoverable) data from participants by leveraging the nature of group dynamics36. The social influences amongst focus group
participants can yield insights that would not organically emerge in individual settings41. Thoughtful facilitation of focus groups
is required not only to capture useful data, but to moderate conflict, stimulate engagement, sustain conversation, manage time,
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and navigate through interview guides39. Focus groups can be conducted virtually and generally encompass 4–10 participants,
lasting no longer than 2 hours42.
There is some overlap between observations, interviews, focus groups and a fourth research method germane to XAI (as evi-

denced by Hoffman et al.6): questionnaires; our usage of ‘questionnaire’ is synonymous with the usage of ‘survey’ in the context
of research methods (corresponding to the usage of Lazar et al.39). Per Lazar et al.39, the probabilistic vs. non-probabilistic
structure, number of responses obtained, and inclusion of open-ended vs. close-ended questions determine 1) the type of data
captured via questionnaires (i.e., quantitative data, qualitative data, or both quantitative data and qualitative data) and 2) how
the questionnaire data are analyzed. Open-ended questions yield qualitative data and must be qualitatively coded as part of
analysis39.
Researchers often collect qualitative data within experimental designs toward understanding how participants experienced

variables (e.g., interventions)—this is a form of mixed methods study design termed ‘embedded mixed methods design’43. We
refer to the questionnaires disseminated or administered to respondents, and the tasks where participants textually answer open-
ended questions pertaining to experimental variables, as ‘questionnaire tasks.’ Accordingly, as part of our analysis (Section 3),
we also include XAI papers where any variant of a questionnaire task was employed during a user study to capture qualitative
data.

3 FOCUSED ANALYSIS OF QUALITATIVE INVESTIGATION IN XAI

Myriad criteria and perspectives have been put forward to guide how quality in qualitative research should be
approached44,29,30,45,46,47,48,49,50,51. Though a synthesis of the different viewpoints on qualitative research quality is out of scope
in this paper, we leverage the discussions of rigor as a fundamental criterion of qualitative research quality to contextualize
presentation of the XAI papers included in our analysis.
Rigor as a criterion for qualitative research quality can be characterized as the clear description of steps in one’s research,

including, appropriateness of the selected data collection method52; Tracy46 cites the proper utilization of theoretical constructs,
data, samples, contexts, and data analysis processes as components of rigor. Hence, we conducted our analysis to illustrate
the underlying theories or frameworks, qualitative data collection methods, and qualitative data analysis processes used thus
far by XAI researchers as part of user studies. And because it is encouraged to use best practices of qualitative methodology
as a language to dialogue with quantitatively-grounded research communities46, we also include qualitative methodological
approaches in our analysis.
To begin gathering what has been contributed to the XAI literature on qualitative investigation, we employed a two-pronged

approach: 1) examining the findings of recent XAI reviews and 2) exploring the papers published in XAI venues. Myriad reviews
were examined9,7,53,12,54,55,56,57,58,59,60,61,22,62,63,64,65,66,67,68,69,70,71,72,73,74,75,76,77,78,79. The papers explored were from (including
but not limited to) the International Joint Conference on Artificial Intelligence (IJCAI); Association for the Advancement of Arti-
ficial Intelligence (AAAI) Conference on AI; ACMConference on Intelligent User Interfaces (IUI); International Conference on
Case-Based Reasoning (ICCBR); International Conference on Autonomous Agents and Multiagent Systems (AAMAS); Con-
ference on Computer Vision and Pattern Recognition (CVPR); Conference on Neural Information Processing Systems (NIPS);
and Association for Computing Machinery (ACM)/AAAI conference on Artificial Intelligence, Ethics, and Society (AIES). We
prioritized our analysis on AI and computer science venues.
Any reference of qualitative investigation in the XAI papers found via the aforementioned reviews or venues were examined for

inclusion in our analysis (as per the contextualization described at the beginning of this section).We also submitted various search
queries to Google Scholar (GS), our university libraries, and the DuckDuckGo Internet search engine to expand the scope of our
analysis (for example, qualitative investigation AND explainable AI, qualitative investigation AND XAI, qualitative explainable
artificial intelligence, qualitative evaluation AND explainable artificial intelligence, qualitative evaluation AND explainable AI,
user evaluation AND explainable AI, explainable AI user evaluation, qualitative AND XAI). Given29 was referenced to guide
our determination of whether a methodological approach, data collection method, or data analysis process used by the authors
in any of the retrieved papers warranted inclusion in our analysis. The human-centered XAI papers compiled by Mueller et al.7
and Vilone and Longo53 served as valuable bases for our efforts.
Table 1 depicts the results of our analysis. Dashes are used to denote the components of qualitative research rigor not dis-

cussed in the reviewed papers. Only underlying theories or frameworks used to inform the design of user studies were included.
Duplicate rows were created for papers entailing more than one qualitative data collection method (as described in Section 2).
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PAPER CITED
BY

UNDERLYING THEORY
OR FRAMEWORK

METHODOLOGICAL
APPROACH

DATA
COLLECTION
METHOD

DATA ANALYSIS
PROCESS

Alshehri et al. 80 Not in
GS

Folk Theory of Mind and
Behavior 81

— Questionnaire Task Thematic Analysis

Conati et al. 82 Not in
GS

Framework for User
Modeling and Adaptation 83

— Questionnaire Task —

Doyle et al. 84
(Evaluation Part 1,
Evaluation Part 2, and
Counter Example
Evaluation)

49 Explanation utility
framework 85

— Questionnaire Task —

Dzindolet et al. 86
(Study 2)

299 Framework to predict
automation use 87

— Questionnaire Task Content Analysis

Dzindolet et al. 88
(Study 2)

958 — — Questionnaire Task Content Analysis

Eisenstadt et al. 89 8 Explanation patterns
framework 90

— Questionnaire Task —

Hall et al. 91 20 Conceptual framework
characterizing
explainability 92

— Semi-Structured
Interviews

—

Herlocker et al. 93
(Experiment 2)

2088 — — Questionnaire Task —

Huber et al. 94 Not in
GS

— — Questionnaire Task Content Analysis
(Summative)

Kim et al. 95 (Pilot
Study)

23 — — Questionnaire Task —

Kim et al. 96 (Pilot
Study)

92 — — Questionnaire Task —

Krause et al. 97 277 — Case Study Interviews (*format
unspecified)

Exploratory Data
Analysis

Kulesza et al. 98 200 — Grounded Theory Questionnaire Task Coding (*method(s)
unspecified)

Lakkaraju and
Bastani 99 (Human
Evaluation of Trust in
Black Box)

62 Model Understanding
through Subspace
Explanations (MUSE)
framework 100

— Questionnaire Task —

Pacer et al. 101
(Experiment 1)

35 Various explanation models
associated with probability
theory, notably, 102

— Questionnaire Task Coding (*method(s)
unspecified)

Putnam and Conati 103 27 User modeling framework 83 — Questionnaire Task —
Putnam and Conati 103 27 User modeling framework 83 — Interviews (*format

unspecified)
—

Ribeiro et al. 104 (Husky
vs. Wolf task)

6485 — — Questionnaire Task —

Silva et al. 105 Not in
GS

— — Questionnaire Task —

Singh et al. 106 3 — — Questionnaire Task —
Tonekaboni et al. 107 87 — Mixed Methods 108 Interviews (*format

unspecified)
—

Tullio et al. 109 153 Theory of developing
mental models for expert
users 110

Field Research Semi-Structured
Interviews

Coding (*method(s)
unspecified)

Williams et al. 111 126 Learnersourcing
framework 112

— Questionnaire Task —

Williams et al. 111 126 Learnersourcing
framework 112

— Semi-Structured
Interview

—

TABLE 1 A depiction of the papers in the XAI literature where some form of qualitative investigation was employed as part of
a user study, along with the corresponding components of qualitative research rigor discussed in each paper

And for any papers detailing more than one study, the specific study where qualitative investigation was employed is included
next to the citation in the corresponding row. To afford the reader a sense of how much attention has been directed to the papers
included in our analysis, we also inserted a column of citation (cited by) counts found in GS; citation counts are current as of
Sep. 20, 2021, and not every paper listed had a record in GS at the time of compilation (denoted with ‘Not in GS’ in Table 1).
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4 DISCUSSION

4.0.1 Findings
The most common data collection method used by XAI researchers in the papers reviewed was instantiations of the question-
naire task. The underlying theories and frameworks used to inform the design of user studies spanned various domains—e.g.,
psychology, AI, human-centered computing. Many authors did not specify the format of interviews and/or method(s) of coding
used—key details that influence interpretation of results from qualitative investigation. We did not see use of observations or
focus groups (group interviewing) for data collection in any of the XAI papers included in our analysis.
As the papers in our analysis were assessed for inclusion based on whether each of the following elements were satisfied:

1. Some degree of qualitative study design was adopted by the authors

2. Studies with users were conducted

3. Observations, interviews, focus groups, or questionnaires were used to capture qualitative data

notable paperswere excluded from our analysis and the depiction in Table 1. Thework ofMadumal et al.113 was excluded because
grounded theory and coding were used to derive a dialogue framework from existing data—not as part of a user study—and the
data yielded from the Wizard of Oz experiment114 were analyzed quantitatively.
Kulesza et al.115 used a think aloud protocol to conduct a study where participants debugged an intelligent assistant. Bunt et

al.116 used semi-structured interviews and diaries, informed by a contextual inquiry approach, to investigate the explanations
of low-cost intelligent interactive systems (IIS). Diaries39 and the think aloud protocol117 are additional methods for capturing
qualitative data beyond the scope of this paper, as is the design approach of contextual inquiry118.
Zhou et al.119 leveraged the user-centered design process as part of designing an XAI system. Kulesza et al.120 and Shinsel et

al.121 both used programming-oriented approaches to inform qualitative investigation. The user-centered design process122 and
computer programming methodologies also extend beyond the qualitative research corpora we are drawing from in this paper.

4.0.2 Recommendations for the XAI Community
The results of our analysis underline the necessity for improving the rigor of qualitative investigation employed in XAI as part
of user studies. Several of the papers analyzed lacked details required to assess qualitative research rigor. When presenting
interview-based studies, investigators must specify the type of interviews conducted (structured, semi-structured, unstructured,
or focus group interviewing); an overview of the interview guides used, including the main interview questions asked; and clear
representations of the data collected, including data that supported major findings, and data that contradicted major findings.
Many of the papers in our analysis also lacked details describing the methodological approaches and data analysis processes

employed. For example, most qualitative researchers across disciplines use thematic analysis and inductive coding as data anal-
ysis processes for qualitative investigation. Importantly, ‘inductive coding’ only describes the process for analyzing qualitative
data, and, in and of itself, thematic analysis does not provide a theoretical basis for analysis. ‘Thematic analysis’ also does not
explain how themes are identified, how themes evolve as coding progresses, or connections between the research questions and
coding approaches used. Researchers must be explicit with the data analysis processes employed, ensuring analyses are clearly
tied to research questions. Per Braun and Clarke123, the interpretative power afforded in using thematic analysis is limited to
description if not applied within a theoretical framework that grounds analytic claims.
Grounded theory is a widely used methodological approach, based on induction and comparison, used in qualitative inves-

tigation to construct theory124,125. Because the goal of grounded theory is theory development, researchers must ensure to not
claim utilization of grounded theory when only using methods of coding regarded as part of—but not exclusive to—the coding
canon of grounded theory: in vivo coding, process coding, initial (open) coding, focused coding, axial coding, and/or theoreti-
cal (selective) coding34. In contrast to experimental research, grounded theory begins from empirical observations or data, not
preformed theories and hypotheses39.
Indeed, promising avenues for qualitative research in XAI exist, particularly, with respect to interviewing. The Defense

Advanced Research Projects Agency (DARPA) cites interviewing as a valuable method for studying mental models in XAI,
namely, by combining tasks where users predict the decisions of an intelligent system with post-experimental interviews7.
Structured interviewing, in the form of a retrospection task with question-answering, is another example of a method that could
prove useful for mental model elicitation in XAI6. Others have used interviewing as part of research aimed at improving user
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trust in intelligible, context-aware machine learning applications126. A lack of user trust is a key impediment to the uptake of
AI applications9. When studying how satisfied users are with explanations in XAI, ‘trustworthiness’ is a core attribute used for
measurement6. Thus, we encourage XAI researchers to consider interviewing as a means to further investigate user trust in XAI.
Rigor is but one dimension of quality in qualitative research. Many other aspects also represent quality in qualitative investi-

gation not illustrated as part of this analysis (c.f., Tracy46). As techniques abound for capturing qualitative data, many of which
could not be covered in this paper (e.g., the think aloud protocol, diaries, user-centered design process), we contend non-experts
in qualitative research should not be encumbered with the additional burden of designing, conducting, and analyzing the results
of qualitative investigations in XAI. Ensuring rigor in the user studies conducted in XAI entailing qualitative investigation will
promote cross-pollination with social experts outside the XAI community.
Echoing our sentiment from Section 1: we underscore the standpoints of Payrovnaziri et al.12, Bhatt et al.13, and Xu14 and

call for the XAI community to collaborate with experts from social disciplines toward bolstering rigor and effectiveness in user
studies. The references in this paper afford a foundational basis for XAI researchers to become oriented with qualitative research
and facilitate constructive dialogue with experts from social disciplines in support of collaboration. The XAI community is
primed for a multidisciplinary convergence on user studies toward the benefit of increasing the trust users place in XAI systems.
We hope this analysis will motivate some of the efforts required to converge on such multidisciplinary collaboration.
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