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Abstract
We develop a simulation toolset employing density functional theory (DFT) in conjunction with grand canonical Monte Carlo (GCMC) to study coke formation on Fe-based catalysts during propane dehydrogenation (PDH). As expected, pure Fe surfaces develop stable graphitic coke structures and rapidly deactivate. We find that coke formation is markedly less favorable on Fe3C and FeS surfaces. Fe-Al alloys display varying degrees of coke resistance, depending on their composition, suggesting that they can be optimized for coke resistance under PDH conditions. Electronic structure analyses show that both electron-withdrawing effects (on Fe3C and FeS) and electron-donating effects (on Fe-Al alloys) destabilize adsorbed carbon. On the alloy surfaces, a geometric effect also isolates Fe sites and disrupts the formation of graphitic carbon networks. This work demonstrates the utility of GCMC for studying the formation of disordered phases on catalyst surfaces and provides insights for improving the coke resistance of Fe-based PDH catalysts.





Introduction
Catalyst behavior and performance often is impacted by the in situ formation of secondary phases on catalyst surfaces under reaction conditions. The effect of such phase formation is observed clearly when a catalyst displays a so-called induction period in which reaction activity or selectivity rapidly evolves over the initial moments after exposure to the reaction environment.1–4 There are numerous examples in the literature demonstrating how catalysis is affected by the formation of bulk oxides,5 carbides,6 hydrides,7 or sulfides,8 which are fairly easy to identify through in situ characterization. A more challenging problem is the identification of surface phase transitions that, compared to bulk phase transitions, only involve the rearrangement of the first few atomic layers of the catalyst surface. Ex situ characterization of the catalyst post-reaction is less reliable for determining the surface state of the catalyst under reaction conditions, as surface structures are altered more readily than bulk structures when taken out of the reaction environment. As a result, in situ characterization has become a popular topic for capturing the interplay between catalysts and reactants, yet there are still practical limitations inherent to these methods.9,10 Atomistic modeling and simulation can offer complementary insight into the formation of surface phases under reactions conditions. 
One of the most common approaches for deriving theoretical phase diagrams is the formalism of ab initio thermodynamics. An early application of this method in catalysis was developed by Reuter and Scheffler,11 who used ab initio thermodynamics to investigate the relative stability of different surface structures of RuO2(110). They derived the free energy of surfaces with varying amounts of adsorbed oxygen as a function of the oxygen chemical potential, which in turn was used to predict the state of the surface as a function of temperature and oxygen pressure. Having established the state of the surface under reaction conditions, they then could explore its catalytic behavior during CO oxidation.12,13 These methods have been implemented widely in the literature on many different systems,14 such as carbides15 and semiconductors.16–18 While powerful, this formalism is limited by the fact that the surface structures considered in the analysis must be populated a priori from physical intuition. Simply cleaving different facet terminations from the bulk structure will neglect reconstructions of the surface that are often quite stable. Therefore, reconstructions must be anticipated from intuition (i.e., experience) or from experimental evidence (if it is available). Identifying relevant reconstructions becomes increasingly difficult when studying the formation of disordered structures, such as the formation of coke on a catalyst surface, and automated procedures for effectively sampling the configurational phase space are required. 
Grand canonical Monte Carlo (GCMC) is a method that can be utilized to explore the formation of surface structures without a priori knowledge of the system’s behavior. In a GCMC simulation, the system is permitted to exchange atoms with a theoretical reservoir at a reference chemical potential. Monte Carlo (MC) moves feature the insertion, removal, and displacement of atoms in the system, which allows the simulation to effectively explore the phase diagram.19 The probability of move acceptance, which is derived from rigorous statistical thermodynamics, ensures that the simulation samples the stable region of the phase diagram under a given set of conditions. Thus, the simulation is populated by an ensemble of structures with high relevance to the reaction conditions (i.e., temperature and gas phase composition). GCMC has been utilized successfully to study phase formation in hydrogen storage materials20–22 and surface adsorption on zeolites.23 We have previously developed an implementation of a hybrid GCMC-MD algorithm with the ReaxFF force field24 to study the oxidation of metallic Pd surfaces and clusters,25,26 and the formation of Pd hydrides27 and carbides.28 This code was also used to predict the oxidation phase diagrams of Pt(111) surfaces and clusters, which were corroborated by experimental observations.29,30 Similarly, Gai et al.31 applied the GCMC/ReaxFF method to investigate the adsorption of O and H on Pt surfaces and particles. Wexler et al.32 developed a similar strategy, where they combined GCMC with DFT (instead of ReaxFF) to simulate oxide formation on the Ag(111) surface. They used this approach to not only explore the phase diagram, but also to better understand the oxide formation process by identifying the intermediate stages of surface oxide formation, which featured Ag3O4 pyramids and an Ag10O7 overlayer, in agreement with experiment.  
In this work, we develop and extend tool sets for applying GCMC in tandem with DFT for studying surface phase formation. This tool set is applied to better understand coke formation and suppression on Fe-based catalysts. Coke formation on catalyst surfaces is a major cause of catalyst deactivation in several industrial reactions involving hydrocarbon-rich environments, such as Fischer-Tropsch synthesis,33–36 methane reforming,37–40 CO2 reduction,41 fluid catalytic cracking,42,43 and hydrocarbon dehydrogenation.44,45 Various strategies have been developed to suppress coke formation, typically by adding promoters and dopants,46–48 forming metal phosphides or sulfides,49–52 forming nitrides or carbides,44,53 or alloying with less carbophilic metals.54–56 The particular interest in this work is the suppression of coke formation during non-oxidative propane dehydrogenation (PDH). PDH has become attractive for filling the growing gap between propene demand and production.57–59 As an alternative for commercialized PDH catalysts based on expensive Pt or toxic Cr, Fe-based materials have drawn great attention because they are abundant and benign. Yet, Fe is highly carbophilic and suffers from rapid deactivation through coke formation under carbon-rich environments.44,60 Various strategies have been applied to reduce coking on Fe-based catalysts. Sun et al.46,47,61 found that coke formation can be suppressed during PDH by either adding sulfate during the catalyst preparation stage or by co-feeding SO2 with the hydrocarbon reactants. Watanabe et al.50,51 found that the iron sulfide formed in situ by co-feeding H2S can suppress coke build-up. Similarly, Tan et al.44 show that adding phosphate during the catalyst preparation stage greatly increased the coking resistance of Fe-based PDH catalysts. In their work, they show that an iron carbide phase forms in situ during an induction period, which coincides with increased PDH selectivity. In other examples, isolated Fe single-atom sites on silica, observed to be active by Hu et al.,60 and dispersed Fe atoms in zeolites, reported by Sarazen and Jones,62 showed high coke resistance during PDH. In our previous work, we found that iron carbide promotes selective PDH because it does not facilitate the cracking side reactions that lead to rapid coke formation.63 Thus, active and selective PDH on Fe catalysts is possible if the in situ formation of coke on Fe surfaces can be suppressed. 
In this work, we employ GCMC-DFT to determine the thermodynamic stability of coke formations on various Fe-based surfaces. We first perform GCMC-DFT simulations on the stable surfaces of pure iron,44,60 iron carbide,44 and iron sulfide,50,51 as they all have shown different levels of coke resistance in experimental PDH studies. An alloy of iron and aluminum, Al13Fe4, that showed high stability during the semi-hydrogenation of acetylene and hydrogenation of butadiene, also is tested as a candidate PDH catalyst.64,65 We additionally consider a 1:1 stoichiometric FeAl alloy66 as a comparison to Al13Fe4 with varying composition. Surface phase diagrams based on ab initio thermodynamics then are generated using the structures identified with GCMC. We find that several coke structures are highly stable on the pristine Fe(110) surface, which agrees with the fact that pure iron exhibits run-away coking under PDH conditions.44 Fe3C(010) and FeS(001) surfaces exhibit high coking resistance, where electronic structure analyses show that carbon binding on these surface is weakened because  electron density on Fe is withdrawn by both C and S, which shifts the Fe d-band to a lower energy position and depopulates Fe/C bonding states. Conversely, Al was found to donate electrons to Fe on alloy surfaces, which populates anti-bonding states and destabilizes carbon adsorption. A geometric effect also is found to be important on the Fe/Al alloys. The FeAl(110) surface exhibits greater coke resistance than Fe(110), but still can support the formation of 1D carbon chains and 2D carbon networks because rows of surface Fe atoms exposed on this facet strongly adsorb carbon and are not sufficiently isolated. The Al13Fe4(010) surface shows high coke resistance because all surface Fe atoms are isolated, which disrupts the formation of 2D carbon networks.  
This work demonstrates how GCMC-DFT can efficiently sample the ensemble of structures that form on a catalyst surface under reaction conditions. However, the method is still limited by the computational cost of the underlying DFT calculations. We envision that the GCMC-DFT method also can be used to form an extensive dataset for training cheaper interatomic force-fields (Figure 1). The geometry and energy of each calculated structure (from both accepted MC moves and rejected MC moves) can serve as the input for the training of either empirical potentials (e.g., ReaxFF24,67) or statistical potentials (e.g., machine-learned (ML) potentials68). Simulations with these potentials can identify coke formation mechanisms on larger spatiotemporal scales through MC with larger system models and molecular dynamics over larger timescales, which will be the topic of our future studies. 
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Concept for using GCMC simulations driven by DFT and classical force fields, in conjunction with ab initio thermodynamics and molecular dynamics, to study coke formation on catalyst surfaces. 
Methods
DFT Settings
The energy of structures sampled by the GCMC algorithm (described below in Section 2.2) were evaluated with DFT. All DFT calculations were performed with the Vienna ab initio simulation package (VASP 5.4.4).69 The Perdew−Burke−Ernzerhof (PBE) generalized gradient approximation was applied to evaluate the exchange-correlation energy. 70  Frozen-core electrons were treated with projector-augmented-wave (PAW) theory71 and VASP default potentials.72 The valence electrons of Fe (4s14d7), C (2s22p2), S (3s23p4), Al (3s23p1), and H (1s1) were treated with a plane-wave basis truncated at 450 eV. First order Methfessel-Paxton smearing73 with a 0.2 eV width was applied to the metallic Fe, Fe3C, FeAl, FeS, and Al13Fe4 surfaces. Gaussian smearing with a 0.05 eV width was applied to all molecules. All slabs were separated with a vacuum of >15 Å and a dipole correction was applied perpendicular to the slab models to ensure there were no slab-slab interactions. The Brilluoin zone for each surface was treated with a Monkhorst-Pack k-points mesh,74 as summarized in Table S1 of the Supporting Information.  Details for the employed slab model geometries are summarized in Table S2. All DFT calculations for single molecules were performed in a unit cell of 13×14×15 Å3 with a k-point mesh of 1×1×1. The vibrational frequencies of molecules were analyzed with finite differences with a 0.015 Å step size. The DFT-D3 method of Grimme was applied throughout this work to treat van der Waals interactions.75 All calculations were spin-polarized, and magnetic properties were treated by setting the initial magnetic moment of all Fe atoms to the values summarized in Table S1. Since the stability of structures was determined by the acceptance criteria of the GCMC algorithm, we set a loose stopping criterion of forces less than 0.25 eV Å-1 for all geometry optimizations. The loose stopping criterion also helps to minimize bias in the GCMC algorithm, as it allows the simulation to sample states other those corresponding to strict minima on the potential energy surface. A maximum of 30 relaxation steps was employed for each trial to minimize computational time spent on unstable structures. The crystal orbital Hamilton population (COHP) analyses were performed with the Lobster76–79 code. Cartesian coordinates and total DFT energies of all geometries are provided in the online repository: [link to be added once published].
Grand Canonical Monte Carlo
GCMC is an effective sampling tool for generating structures automatically that lie at the stability phase boundary near conditions of interest. Here, we apply GCMC to simulate coke formation by introducing carbon atoms from a theoretical reservoir at a constant chemical potential of carbon. In each MC step, a carbon atom is either removed from the system and placed back in the reservoir, inserted into the system from the reservoir, or displaced within the system. Once the MC move is executed, the energy of the system is evaluated with the DFT settings described in the previous section. Using the new system energy, the move is accepted or rejected based on the following acceptance well-established80 criteria:
                                 (1)
                             (2)
                                         (3)
where  is the calculated acceptance probability for each move type,  is the thermal de Broglie wavelength of the inserted/removed carbon atom,  is the number of carbon atoms in the system (before the MC step is executed),  is the volume of the system accessible to carbon atoms,  is the Boltzmann factor (i.e., ),  and  are the energy of the system before and after the MC step, and  is the specified chemical potential of the carbon reservoir. 
The chemical potential of carbon was determined by the free energy of C3H8 and H2, which are the dominant gas phase species during PDH. An environment at 873.15 K, 10-2 atm H2, and 5×10-2 atm C3H8 was taken to be a representative PDH reaction condition.44 We fixed the pressure of H2 at 0.01 atm for all simulations. We conducted GCMC simulations at three C3H8 pressures of 5×10-5 atm, 5×10-2 atm, and 5×10 atm to sample relevant structures at carbon chemical potentials slightly above and below the PDH reaction condition. Furthermore, three independent GCMC simulations with different random number seeds were performed at each condition to ensure effective sampling.  
The GCMC-DFT algorithm was implemented with an in-house Fortran code, where Unix system calls were used to launch the VASP 5.4.4 software to evaluate system energies. Our code is available via open-source license at [link to be added once published] (excluding access to VASP executables, which require a separate license issued by VASP Software GmbH). An overview of the algorithm is shown in Figure 2. The simulation begins by selecting an MC move to execute on the initial surface structure, where a random number generator is used to ensure that move types are selected with even frequency. The code can remove a random carbon atom, displace a random carbon atom, or add a carbon atom at a random set of coordinates. We constrained the random coordinates for insertion to be within 3 Å of the surface and at least 1.4 Å away from the nearest existing atom in the system. These settings prevent the algorithm from sampling highly unfavorable structures. The geometry of the new system structure after the MC move then is relaxed with the DFT settings described in Section 2.1. The acceptance probability of the move is calculated with Equations 1-3, which is enforced by drawing a random number between zero and one to determine whether or not the MC move is accepted. The simulation then enters the loop again to start another random move. 
Due to the high computational cost of DFT, we introduced a forward bias to accelerate the exploration of stable surface states and to minimize consideration of unstable structures. First, insertion and displacement moves that draw random coordinates outside of the maximum distance from the surface or within the minimum distance to another atom (defined above) are directly declined, so no computational resources are wasted evaluating the energy of structures that will be highly unstable. Second, after each MC move the algorithm executes a structural relaxation step that brings the system into its nearest local minimum. Single-point calculations at randomly generated positions would result in a low acceptance rate that is computationally-intractable. The forward biases affect the ensemble statistics of the resulting structures, so here we did not derive any physical quantities from such statistics. Furthermore, we evaluated the relative stability of all resulting structures using the formalism of ab initio thermodynamics, and thus we assessed whether or not a structure appearing in the ensemble of geometries is stable under a given set of reaction conditions. The GCMC method employed here serves simply as a tool for more effectively sampling the most relevant region of the phase diagram without a priori knowledge of surface structures.     
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Schematic of the GCMC-DFT algorithm.
Ab initio thermodynamics 
Structures from the GCMC simulations and their corresponding energy were evaluated through the formalism of ab initio thermodynamics to determine their relative stability. The chemical potential of carbon in the system is the same as that of carbon in the gas phase when the surface and environment are in equilibrium. We define the free energy of a surface with coke formation (i.e., with inserted carbon atoms) relative to the clean surface and the carbon chemical potential:
                                              (4)
The chemical potential of carbon is calculated through the free energy of propane and hydrogen:
                                                         (5)
 is the free energy of the surface with inserted carbon computed relative to the clean surface and the carbon reservoir,  is the DFT energy of the surface with adsorbed coke,  is the DFT energy of the clean surface without carbon,  is the number of carbon atoms inserted into the system,  is the chemical potential of carbon, and  and  are the free energies of propane and hydrogen, respectively. The free energies of propane and hydrogen are calculated by:
                  (6)
            (7)
where is the DFT energy of the molecule, ZPVE is the zero-point vibrational energy of the molecule,  is the enthalpy change of the molecule from 0 K to 873.15 K, T is the temperature (873.15 K),  is the entropy of the gas at 873.15 K, R is the gas constant, and  are the partial pressures, and  is the reference pressure (1 atm). Standard formulae for vibrational, rotational, and translational contributions to the energy and entropy were employed, and the resulting values were verified by comparison to the NIST Computational Chemistry Comparison and Benchmark Database (CCCBDB).81
Results and Discussion
Coke formation on Fe(110)
We first investigated coke formation on metallic iron with the GCMC tool set to establish a baseline understanding of unrestricted coking processes on carbophilic surfaces. We analyzed all the coke structures on the Fe(110) surface sampled in accepted moves of the GCMC simulations with the ab initio thermodynamics formalism. The free energy of each carbon-adsorbed surface computed relative to the clean surface is plotted in Figure 3 as a function of varying C3H8 pressure (i.e., as a function of varying chemical potential of carbon as given by Equations 5, 6, and 7 at fixed T = 873.15 K and PH2 = 10-2 atm). The formation energies are linear functions of the chemical potential of carbon with the slope determined by the number of carbon atoms inserted into the system. The typical reaction condition of PDH (i.e., 5×10-2 atm propane) is marked with a dotted vertical line. It is clear that, even at low propane pressure (10-15 atm), some structures have negative formation energies indicating the onset of carbon adsorption. Almost all of the structures sampled by the GCMC algorithm are more stable than the clean surface at 0.05 atm of propane, demonstrating the high thermodynamic stability of adsorbed coke under PDH reaction conditions. Thus, the simulations predict that pure iron will rapidly coke and deactivate during PDH, which is in agreement with the runaway coking observed in experiment.44 
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(a) Phase diagram of surface coke formation on Fe(110) with structures generated by GCMC at C3H8 pressures of 5×10-5 atm (blue), 5×10-2 atm (red), and 5×10 atm (green). The x-axis is the partial pressure of propane in log-scale and the temperature is 873.15 K and H2 pressure is 10-2 atm. The black vertical dotted line is the typical reaction condition for PDH where the propane pressure is 5×10-2 atm. The y-axis is the formation energy of each structure relative that of to the clean surface (blue horizontal line). The phase diagram is delimited to three zones demarking different lowest-energy structures, labeled with red numbers 1, 2, and 3. The following panels show the top view (top) and side view (bottom) of the most stable structures identified from the phase diagram at (b) region 1 (pristine surface), (c) region 2, and (d) region 3. Fe is brown, C is gray. The unit cell is shown with black dashed lines. The identified stable adsorption site for a single carbon atom is marked on the pristine surface with a red box.

We examine more closely the stable coke structures formed on Fe(110) by dividing the phase diagram in Figure 3a into three regions that each have a different lowest-energy structure (labeled as regions 1, 2, and 3). Figure 3b corresponds to a pristine Fe(110) surface, which is most stable at a very low chemical potentials of carbon. As μC increases, the adsorption of single carbon atoms becomes favorable, where the most stable structure in region 2 has two carbon atoms occupying hollow sites on the surface (Figure 3c). A large jump in the number of carbon atoms on the surface occurs in region 3, where a network of fifteen carbon atoms forms with high thermodynamic stability. This structure consists of a continuous carbon sheet covering the entire surface, where fourteen out of the fifteen carbon atoms achieve a stable sp2 configuration. Thus, graphite-like coke structures are prevalent on Fe surfaces, which is in agreement with experimental observations. For instance, Wrobel et al.82 observed that iron particles are covered by thin 2D carbon layers in methane/hydrogen environments. Zhang et al.83 also observed the formation of Fe particles with 2D carbon layers in floating catalyst chemical vapor deposition experiments. Conversely, graphitic carbon is less favored on Pt surfaces. Using pyrolysis GC-MS, Wang et al.45 identified aliphatic, aromatic, and pre-graphite coke structures on Pt-Sn/Al2O3 catalysts during PDH. Pre-graphite carbon only contributed to 26.6% of the coke structure, while aliphatic carbon accounted for 69.0%. 
In region 3 of Figure 3a, there are several structures with superior stability compared to the majority of the other structures in this region (marked with a black arrow). We analyze the stepwise development of the stable, saturated 2D planar coke structure (Figure 3d) to understand why there is a sudden increase in the stability of this particular structure. Figure 4 shows the most stable coke structure (Figure 4c) and the two structures that precede it during the GCMC simulation (Figure 4a and Figure 4b). The new carbon atom added in each structure is marked with a red circle. In each case, the added carbon completes the 2D bonding structure by saturating carbon atoms that were in a sp1 configuration (blue arrows in the figure). This induces a significant drop in the formation energy of the entire configuration (by over 2 eV), thus creating the gap between structures seen in Figure 3a. As shown in Figure 4c, the most stable structure is formed by the addition a carbon atom that bonds with three different sp1 carbons to form sp2 configurations. The increase in sp2 carbon is responsible for the increased stability of the coke structure, which implies that geometric effects can prevent coke formation by stopping the formation of planar carbon networks with saturated sp2 bonding (i.e., by isolating carbon adsorption sites). These findings also can provide insight for carbon-nanotube (CNT) formation. For instance, Zhang et al.83 found that planar carbon layers are formed on Fe surfaces in the absence of sulfur, whereas abundant CNTs are formed in the presence of sulfur. When the formation of 2D planar structures is disrupted by surface modifiers, such as sulfur, the only way to saturate carbon bonding is the formation of carbon caps that then lift from the surface through CNT growth.  
[image: ]
The top view of sequential coke structures in one GCMC run on Fe(110) with (a) 13 carbons, (b) 14 carbons, and (c) 15 carbons. Panel (c) corresponds to region 3 of the phase diagram in Figure 3. C atoms are grey and all Fe atoms are omitted for clarity. One unit cell is shown with black dashed lines. The newly inserted carbon at each step is marked by a red circle. The carbon atoms in sp1 configurations are indicated by blue arrows. The corresponding numbers of carbon (NC) and formation energies at the PDH condition (Eform) are included under each panel.

Coke formation on iron carbide, iron sulfide, and Fe/Al alloys
Pure iron is known to suffer from runaway coking under PDH44,60 conditions, while other Fe-based materials, such as Fe3C44 and FeS,50,51 have shown high coke resistance. Here we perform GCMC and ab initio thermodynamics analyses to better understand why these materials are resistant to coke formation. We also study an Al/Fe alloy, Al13Fe4, that was found to be stable for the semi-hydrogenation of acetylene64 and hydrogenation of butadiene,65 but has not yet been tested for PDH (to our knowledge). We also tested another alloy, FeAl,66 so that we can assess the role composition plays in determining coke formation over Al/Fe alloys. 
Figure 5a shows the phase diagram of coke formation on Fe3C(010). At the reaction condition indicated by the black vertical dashed line, most coking structures are less stable than the pristine surface, suggesting that this surface has relatively high resistance to coking. Only one structure containing three adsorbed carbon atoms is found to be stable under reaction conditions. This structure is stable because the adsorbed carbon atoms from the gas phase (shown in gray in Figure 5c) form a 5-carbon chain with two carbon atoms from the Fe3C lattice (shown in black in Figure 5c). However, this structure’s relative formation energy is close to zero (-0.2 eV), indicating that the adsorbed carbon atoms can be easily removed from the surface. Another structure with six adsorbed carbon atoms is stable at 107 atm C3H8 partial pressure, as shown in Figure 5d. Two carbon atoms are adsorbed above different lattice carbon atoms, forming surface dimers. The remaining four carbon atoms form a carbon chain that lies in a relatively high position above the surface. This implies that carbon may prefer to form filaments lifting off of Fe3C surfaces rather than the planar 2D structures observed on pure iron. Another distinction between Fe3C and Fe is that there is no stable state involving a single carbon atom on the Fe3C surface, suggesting that the nucleation of coke structures via single atoms is not favorable.
[image: ]
(a) Phase diagram of surface coke formation on Fe3C(010) with structures generated by GCMC at C3H8 pressures of 5×10-5 atm (blue), 5×10-2 atm (red), and 5×10 atm (green).  The following panels show the top view (top) and side view (bottom) of the most stable structures identified from the phase diagram at (b) region 1, (c) region 2, and (d) region 3. Only the topmost layer of the surface is shown in the top view in each panel. The carbon atoms inserted by GCMC are grey and the carbons from the carbide surface are black.
The FeS(001) surface is highly resistant to coking, and as such no carbon was deposited on the surface after several attempted GCMC insertions. All attempted insertion moves were rejected because there is no stable adsorption site for a carbon atom on the FeS(001) surface. In Figure 6a we show the energy of all the trial structures generated over the course of the GCMC simulations in a phase diagram of the surface. The free energies of all of the carbon-adsorbed surfaces (shown in dark red to emphasize that these were rejected trial moves) are well above that of the pristine surface over the physically relevant pressure range, indicating that carbon will not adsorb on this surface under reaction conditions. Our previous work used Bader charge analyses to show that electron-withdrawing groups, such as phosphate groups on the Fe(110) surface, greatly destabilize adsorbed carbon atoms because of charge depletion on the adjacent Fe atoms.63 All Fe atoms on FeS(110) are well-coordinated with electron-withdrawing S atoms (Figure 6b), which similarly depletes the d-state electrons of the exposed Fe atoms and weakens carbon bonding on those sites. There are exposed Fe-Fe bridge sites on this surface, as found by the GCMC procedure (Figure 6c), but carbon adsorption on these sites is substantially weakened by the electron-withdrawing S atoms that are adjacent to the adsorption site. The effect of charge transfer and electronic structure on Fe-C bonding is further discussed in Section 3.3.
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(a) Phase Diagram of carbon adsorption on FeS(001) populated with trial structures generated by GCMC. No GCMC moves were accepted; each dark red line represents a failed trail move. The following panels show the top view (top) and side view (bottom) of the (b) pristine surface and (c) the most stable single-carbon adsorption site on an Fe-Fe bridge. Only the topmost layer of iron and sulfur are shown in the top view for clarity. Fe is brown, S is yellow, C is gray. 
Next, we examine coke formation on an FeAl alloy, which was chosen because of its structural similarity to pure Fe. The FeAl(110) surface has the same surface geometry as the Fe(110) surface in terms of atom positions, but with a row of Fe atoms substituted by Al atoms (Figure 7b). The GCMC simulation reveals four stages in the coke formation process on the FeAl(110) surface as the carbon chemical potential increases (Figure 7a). Region 1 of the phase diagram consists of the clean surface, which is stable at propane pressures below ~10-13 atm. In regions 2 and 3 of the phase diagram, single carbon atoms at the Fe-Fe bridge sites are stable with 50% and 100% site occupancy, respectively (Figure 7c and Figure 7d). Carbon atom adsorption occurs on the Fe-Fe bridge sites, demonstrating that carbon adsorption is more favorable on Fe than on Al. (The influence Al on the electronic structure of Fe and its effect on C adsorption will be discussed in more detail in Section 3.3.) In region 4, a carbon structure with a network of sixteen carbon atoms is found to be stable over a large pressure range (Figure 7e). Although this carbon network structure is different from the one that forms on the Fe(110) surface (Figure 3d), it still features many sp2 carbon configurations leading to a significant drop in the formation energy. However, because of the less stable Al-C bond compared to the Fe-C bond, the formation energy of the most stable structure on this surface is -5.76 eV, compared to -8.54 eV on the Fe(110) surface. Thus, coke may still form on the FeAl(110) surface during PDH, but it will be less stable than the coke formed on the Fe(110) surface.
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Phase diagram of surface coke formation on FeAl(110) with structures generated by GCMC at C3H8 pressures of 5×10-5 atm (blue), 5×10-2 atm (red), and 5×10 atm (green). The following panels show the top view (top) and side view (bottom) of the most stable structures identified from the phase diagram at (b) region 1, (c) region 2, (d) region 3, and (e) region 4. 

We tested another alloy, Al13Fe4, to better understand how coke formation is affected by a higher ratio of the Al to Fe. The resulting phase diagram for Al13Fe4(010) is shown in Figure 8a. On this surface, all Fe atoms on this surface are isolated by Al pentagons (marked by green lines in Figure 8b). As a result, no Fe-Fe bridge sites are present and the adsorption of a single carbon atom instead occurs at a four-fold Al hollow site, which is found to be stable at very low propane pressures (Figure 8c). Structures with more carbon start to become stable at pressures comparable to those observed on the Fe3C surface, suggesting that Al13Fe4 may have similar coke resistance to Fe3C during PDH. However, the coke structures on Al13Fe4 differ from those observed on both Fe and Fe3C. The stable structures appearing in regions 3 and 4 of the phase diagram are not carbon chains or complex carbon networks but rather are carbon single atoms or carbon dimers (Figure 8d). Although Al sites are less favorable for carbon adsorption, carbon adsorption still occurs on Al-Al bridge and hollow sites because all Fe atoms are isolated. The lack of Fe-Fe sites and high coverage of Al atoms prevents the formation of both carbon chains and 2D carbon networks. 
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(a) Phase diagram of surface coke formation on Al13Fe4(010) with structures generated by GCMC at C3H8 pressures of 5×10-5 atm (blue), 5×10-2 atm (red), and 5×10 atm (green). The following panels show the top view (top) and side view (bottom) of the most stable structures identified in (b) region 1, (c) region 2, (d) region 3, and (e) region 4. Al is light blue, Fe is brown, C is gray. The single Fe atoms surrounded by a pentagon of Al atoms is highlighted with green lines in panel b.
Mechanisms for coke resistance
We further analyze the electronic structure of each surface to understand the dominant effect (e.g., electronic effect or geometric effect) for the different levels of coke resistance in each surface. It has been widely observed that electron-withdrawing groups increase the coke resistance of iron catalysts in carbon-rich environments. For instance, Sun et al.46,47,61 found that adding sulfate during synthesis or co-feeding SO2 with reactants can stabilize Fe-based catalysts during PDH. Tan et al.44 found that the addition of phosphate in the preparation of Fe catalysts suppresses coke formation, while still permitting the bulk phase transformation to form iron carbide under reaction conditions. Furthermore, in our previous work63 we used crystal orbital Hamilton Population (COHP) analyses to demonstrate that co-adsorption of a PO4 group on the Fe(110) surface drains d-state electrons from surface Fe and thus weakens carbon binding on the surface. 
We first analyzed the Bader charge84 of Fe atoms on each surface to determine if similar effects are at play on the surfaces studied herein. Here, we define “surface Fe atoms” to mean all Fe atoms with z positions within 1 Å of that of the topmost Fe atom. The average Bader charge of surface Fe atoms in each system is summarized in Table 1, as well as the formation energy of the most stable configuration of a single adsorbed carbon. The Bader charge of surface Fe atoms on Fe3C and FeS are +0.56 e and +0.76 e, respectively, indicating a large charge transfer due to the electron-withdrawing effect from either C or S (e is the positive elementary charge). The amount of charge transfer trends with the degree of destabilization experienced by the single adsorbed carbon atom (measured by the change in adsorption energy). We also performed a density of states (DOS) and d-band center analyses for the surface Fe atoms. The projected DOS (PDOS) of d-state electrons for Fe on each surface, as well as that of the valence electrons of all surface Al atoms, are shown in Figure 9. The d-band center of the surface Fe atoms are summarized in Table 1. The formation energy of the most stable coke configuration identified by GCMC under PDH conditions is also included in Table 1, from which the relative coke resistance is determined. The DOS summarizing the d-state electrons of the Fe3C(010) surface (Figure 9b) and the FeS(001) surface (Figure 9c) retain a shape profile that is similar to that of metallic iron, but with a clear shift to lower energy compared to the Fe(110) surface (Figure 9a). As a result, the d-band center of the Fe3C(010) and FeS(001) surfaces are -1.36 eV and -1.58 eV, respectively, which are both much lower than that of Fe(110) at -0.97 eV. Thus, an electronic effect readily accounts for the increased coking resistance observed for both Fe3C and FeS, whereby charge depletion from the Fe d-states leads to less stable C adsorption, in agreement with our previous work showing similar effects when electron-withdrawing groups are introduced on the Fe(110) surface.63
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Spin-polarized PDOS of (a) Fe(110), (b) Fe3C(010), (c) FeS(001), (d) FeAl(110), and (e) Al13Fe4(010). Solid lines are the d-states of surface Fe atoms. Dashed lines are the valence electrons of Al in the FeAl and Al13Fe4 surfaces.

 Comparison of Bader charge, d-band center, and coking resistance of each surface.
	Surface
	Bader charge (e)
	d-band center (eV)
	Single carbon formation energy (eV)
	Lowest formation energy (eV)
	Coking Resistance

	Fe(110)
	-0.01
	-0.97
	-0.80
	-8.54
	Low

	Fe3C(010)
	+0.56
	-1.36
	0.10
	-0.21
	High

	FeS(001)
	+0.76
	-1.62
	1.24
	1.24
	Very high

	FeAl(110)
	-1.07
	-1.40
	-0.73
	-5.76
	Moderate

	Al13Fe4(010)
	-2.91
	-0.97
	0.35
	-1.04
	High



On the other hand, the direction of charge transfer and the shift in the position of the d-band center does not account for the coke resistance characteristics of the Fe/Al alloys. Al atoms donate electrons to Fe on both alloy surfaces, and the more negatively charged Fe atoms do not exhibit stronger Fe-C bonding. FeAl(110) has a similar d-band center position compared to the Fe3C(010) surface, yet on the FeAl(110) surface 2D coke structures are stable. Al13Fe4(010) has almost the same d-band center as Fe(110), but displays much higher coking resistance. To understand these effects, we performed crystal orbital Hamilton population (COHP) analysis for the single carbon adsorption on metallic iron and compared it to that of the Fe/Al alloys (Figure 10). The upper half of the figure shows the top view of each single carbon adsorption configurations, where black arrows indicate the Fe-C bonds analyzed in the lower half by plotting the COHP interaction between the d-states of Fe and p-states of C. The x-axis plots the negative partial COHP (-pCOHP), so the right-hand side indicates bonding states and left-hand side indicates anti-bonding states. As shown in Figure 10b and Figure 10c, the extra electrons donated by Al to Fe populate Fe-C anti-bonding states (indicated by red arrows) near the Fermi-level. This effect is especially pronounced for the Al13Fe4(010) surface, explaining why even single C atom adsorption on the Fe site is not favorable (Figure 10c). Thus, electron-donating groups can also destabilize adsorbed carbon.
Both electronic and geometric effects are at play in the Fe/Al alloys. On FeAl(110), although large Fe ensembles are disrupted by Al, there are still many Fe-Fe bridge sites rich in electron density that are available to provide favorable sites for carbon adsorption. The linear nature of the Fe rows leads to the formation of simple carbon chains that are dominated by sp1 configurations at lower carbon chemical potentials. While carbon deposits can form on FeAl(110), they are much less stable than the planar sp2 carbon networks that form on the pure Fe(110) surface. The Al13Fe4(010) surface exhibits the strongest geometric effect, as all Fe atoms are isolated by surrounding Al atoms. Single carbon atoms favorably adsorb on Al hollow sites, but complex carbon networks and chains are not stable on this surface.  

[image: ]
The top view of the single carbon adsorption configuration (up) and the corresponding COHP analysis (down) on a) Fe(110), b) FeAl(110), c) Al13Fe4(010). The y-axis is the energy referred to Fermi-level. The x-axis is negative partial COHP (-pCOHP). Each COHP curve is the sum of the interaction between d-states of Fe with p-states of C in the Fe-C bonds indicated by black arrows in the geometry.

Conclusion
In this work, we developed a computational toolset for modeling phase formation on catalyst surfaces with GCMC and ab initio thermodynamics, which allows us to evaluate the phase formation process without any prior knowledge of the system’s phase diagram. This toolset is applied to the study coke formation during PDH on Fe-based catalysts (i.e., Fe3C, FeS, FeAl, and Al13Fe4). FeAl is predicted to have higher coking resistance than metallic iron but may still suffer from coke formation under carbon-rich environments. Al13Fe4 is predicted to have high resistance to coking in PDH environments. This study demonstrates that coking resistance can be achieved either by introducing electron-withdrawing or electron-donating groups to weaken the Fe-C bonding or by alloying Fe with less carbophilic elements to disrupt planar Fe ensembles that promote the formation of 2D carbon networks. Analysis of electronic structures shows that the Fe d-band in Fe3C and FeS surfaces is shifted to lower energy by the electron-withdrawing constituents, which weakens adsorbed carbon. On Fe/Al alloys, Al donates electron density to Fe, which populates anti-bonding of Fe-C states near the Fermi-level and weakens carbon adsorption. Overall, we find that electronic effects induced by both electron-withdrawing and electron-donating constitutions can destabilize adsorbed carbon atoms, whereas geometric effects are important for preventing the formation of 2D carbon networks.
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