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Abstract 

In 1990, a well-known model to predict pure component properties of triglycerides was presented

by Wesdorp in “Liquid-multiple solid phase equilibria in fats: theory and experiments” and has

been  shown  to  perform  well  despite  making  thermodynamically  inconsistent  predictions  for

certain  test  cases.  In  this  study,  the  underlying  parameter  set  is  improved  to  deliver  more

physically  consistent  predictions,  i.e.,  increasing  melting  point  and  enthalpy  of  fusion  with

increasing stability  of  the  polymorphs,  without  deterioration  of  the primary model  quality  to

describe the available experimental data. Interestingly, when a curated dataset containing only

thermodynamically consistent data is compared to a broader dataset, it appears that the model’s

efficacy  is  highly  dependent  on  the  quantity  of  data,  specifically  the  number  of  unsaturated

triglycerides  data.  Quality  and  thermodynamic  consistency  of  model  predictions  and  the

condition of a reliable description of monoacid triglycerides as a subset is discussed, addressing a

potential interdependence.
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1. Introduction

Understanding  phase  behavior  of  fats  remains  important  for  many  food  applications.  For

example,  the  melting  and  solidification  of  fats  in  multi-component  systems  directly  impacts

product  characteristics  as  melting  range  and solid-phase  composition.  The solid-liquid  phase

behavior and, thus, the product properties are determined by the behavior of triglycerides (TAGs)

which are the major components of fats and oils (Flöter 2009). Different approaches to model the

phase behavior of triglyceride mixtures were proposed to reduce extensive experimental studies.

One approach to estimating the crystallization behavior of fats (TAG mixtures) is to utilize basic

thermodynamical equilibrium calculations. This requires the availability of enthalpy change upon

melting and melting point data of pure TAGs and mathematical models for non-ideal mixing in

the solid phase. In this approach, significant data is required for a variety of pure TAGs and all

polymorphic forms in which they occur. Acquiring experimental data for all polymorphs of all

known TAGs is an ambitious if not impossible task. Thus, mathematical modeling provides an

excellent alternative. 

Several models have been introduced that predict thermodynamic properties of pure triglycerides

(Zéberg-Mikkelsen and Stenby 1999; Wesdorp et al. 2013; Timms 1978; Hagemann and Rothfus

1983; Wesdorp 1990; Ollivon and Perron 1982) and for binary mixtures (Hjorth et al. 2015; Teles

dos  Santos  et  al.  2011;  Coutinho  et  al.  2006;  Coutinho  et  al.  2004).  To  date,  the  most

comprehensive  model  for  predicting  the  thermodynamic  properties  of  pure  components  and

binary  systems  was  proposed by Wesdorp (Wesdorp  1990;  Wesdorp  et  al.  2013).  The  pure

component  model  was  revisited  in  (Moorthy et  al.  2017). It  was  observed that  some model
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predictions  lacked thermodynamic consistency, i.e.,  strictly  increasing enthalpy of fusion and

melting point with increasing stability of the polymorph within a triglyceride. 

This  study  investigates  model  fit,  performance,  and  predictive  power  when  imposing

thermodynamic  constraints  on  the  predictions.  Two  approaches  to  ensure  thermodynamic

consistency were evaluated. Firstly, a parameter set obtained by using a constrained optimization

procedure  enforcing  physically  reasonable  predictions  was  evaluated.  Secondly,  model

parameters  were  derived  by  optimization  to  a  sub-dataset  containing  exclusively

thermodynamically sound data. In any case, the model fits were performed on a broad dataset that

contains data spanning nearly three decades and originating from various references leading to

variable  data  quality.  The  well-studied  subset  of  monoacid  saturated  TAGs  offers  another

constraint, that is, prediction should possibly satisfy the evolution of the incremental enthalpy of

fusion and entropy of fusion per carbon. The effect satisfying this constraint has on the model

performance is evaluated. The model presented in (Wesdorp 1990; Wesdorp et al. 2013) is briefly

reviewed, and parameter sets derived from new optimization are described. The numerical results

are discussed  with emphasis  on the  effects  constraining  has  on the  resulting  parameters  and

model performance. 

2. Material and methods 

2.1. Mathematical model  

Wesdorp proposed a semi-empirical  model for estimating the enthalpy of fusion and melting

points of saturated and unsaturated TAGs (Wesdorp 1990; Wesdorp et al. 2013; Moorthy et al.

2017). The thermodynamic properties are primarily defined as a function of total carbon number,

degree of saturation, and chain length differences. The enthalpy and entropy of fusion are posed
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as linear combinations accounting for different sub-categories of TAGs, starting with monoacid

TAGs.  The  modifiers  account  for  mixed-acid  TAGs,  odd-numbered  TAGs,  and  unsaturated

TAGs. For mixed-acid TAGs, so-called chain length differences  x and y were defined, where x

denotes the difference between the shortest outer chain length (P) and the middle chain length

(Q), and y is defined as the chain length difference between the two outer chain lengths (P and

R). A geometrical interpretation is depicted in Figure 1. The model equations, internal function

variables, and model parameters are summarized in Figure 2. 

The model provides two distinct approaches for describing the coefficients Asat and Bsat in eq. [11]

(Figure 2). The details of the rationale behind these two approaches can be found in (Wesdorp

1990). The first approach describes the coefficients solely as a quadratic function of the chain

length differences  x and  y, eq. [12] and eq. [13] in Figure 2.  This approach is mentioned for

completeness and will not be pursued. The second route is inspired by the equilibrium condition

that the melting point temperature of a pure component equals the ratio of changes of enthalpy

and entropy on fusion, eq. [14] and eq. [15]. In contrast to the first approach, which introduced

additional  parameters  without  any physical  meaning,  the  parameters  of  the  second  approach

appear already in the computation of enthalpy of fusion eq. [1] and can be assigned to specific

contributions. Consequently, the second approach (eq. [14] and [15]) for estimating parameters

Asat and Bsat in eq. [11] is considered in this work. Further, TAGs with odd carbon numbers are not

considered in this study due to the lack of reliable experimental data. Fatty acid moieties with odd

numbers  of carbons in  the alkyl  chain do not  naturally  occur,  which justifies  omitting  these

species in this work. As a result, the number of model parameters is reduced from 43 to 28 per

polymorph leading to a reduction from 129 to 84 parameters in the model. 
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2.2. Parameter identification  

2.2.1. Formulation of the optimization problem

Model equations can be summarized as a function of the TAG for which the thermodynamic

properties  are  predicted.  The parameter  set  P{k} denotes the respective polymorph  k as  input,

where  k =  {α,  β’,  β} and contains  28 individual  parameters,  respectively.  The 3-tuple  TAG

contains the fatty acids composition (including the degree of saturation and carbon number per

chain) and the respective position of the fatty acid (FA) in the TAG i,

f WS
{k }(TAGi , P

{k })=PRE Di
{k }. [21]

The model output contains the melting point and enthalpy of fusion predictions, 

PREDi
{k }

=[T i
{k }; ∆ H i

{k }
].

The three functions,  f WS
{α},  f WS

{β' }, and  f WS
{β } can be rewritten as a single function,  fWS, predicting the

enthalpy of fusion and the melting points of a TAG i for every polymorph simultaneously: 

f WS (TAGi , P )=PRE Di; [22]

where 

P=[ P j
{α}; P j

{β' }; P j
{ β }] for j = 1, …, 28

and

PREDi=[T i
{α};∆ H i

{α};T i
{β' }; ∆H i

{β' };T i
{β };∆ H i

{β }].
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It should be noted that all physical properties are predicted simultaneously in this function but

that computations of parameter sets and experimental data per polymorph can be regarded as

isolated problems. More precisely, ∆H i
{α }is a function of P{α } exclusively. 

Employed here is the often-used output least-squares approach to fitting model parameters to

experimental data leading to the problem, find P that minimizes 

J (P)=∑ ( f WS (TAGi ,P )−EX P i)
2
; [23]

where EX Pi=[T i
α ; ∆H i

α ;T i
β' ;∆ H i

β ' ;T i
β ;∆ H i

β ] for i = 1,…,N, 

and N denotes the number of TAGs in the dataset. 

Additionally, the simple bound constraints:

l b j≤P j≤ub j [24]

are imposed where lb and ub are constant vectors of lower and upper bounds. The parameters h

and  s were constrained by literature values.  Again,  the model approximates the enthalpy and

entropy of fusion by additive functions starting from monoacid TAGs. The entropy and enthalpy

data suggest a linear dependency from the carbon number where the parameters h and s represent

the  slopes  of  a  linear  fit  of  the  respective  properties,  Figure  3.  These  parameters  can  be

interpreted as incremental hydrocarbon chain contribution and solely depend on the alkyl chain

packing and, thus, the polymorphic form (Wesdorp 1990). Furthermore, the processing of the

experimental  data  on  enthalpy  and entropy  of  fusion  also  confirms  that  these  values  evolve

according to thermodynamically given constraints following the sequence α < β’ < β. Thus, these

slopes and their evolution can be considered as observations or “processed” experimental data. 
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Based on this, one could either choose to ignore this information for parameter optimization,

consider  the  slopes  are  derived  as  additional  experimental  data  to  preferentially  be  met,  or

constrain the model parameters to meaningful ranges around the values based on observations.

Consequently,  the parameters  h and  s  were set  to  the values  derived from experimental  data

previously reported in Wesdorp (1990), namely 2.5 for h{α}, 6.5 for s{α}, 3.87 for h{β’}, 9.8 for s{β’}

and 4.2 and 10.5 for h{β} and s{β}, with relative deviation constrained to be no more than 10 %. 

Further, the contribution of odd-numbered TAGs is not considered separately.  The respective

parameter hodd is bounded by a small number representing floating-point zero. The parameter Tinf

is bounded by 380 K and 410 K, the melting range of polyethylene. Here polyethylene represents

an infinitely long hydrocarbon chain and also TAGs composed from such chains (Wesdorp et al.

2013). Remaining  parameters  are  unconstrained.  Minimizing  eq.  [23]  subject  to  the  bound

constraints eq. [24] is referred to as Problem I and the solution is denoted as PI. 

Explicitly, underlying thermodynamic fundamentals state strictly increasing melting points and

enthalpies of fusion with increasing stability of the polymorph:  

T i
α
<T i

β'
<T i

β and ∆ H i
α
<∆H i

β'
<∆ H i

β. [25]

Accordingly,  to  enforce  consistency  regarding  the  underlying  thermodynamic  fundamentals

during parameter fitting, a set of linear inequality constraints is applied.  In the implementation,

the constraints in eq. [25] were replaced with less-than-or-equal formation:

c i (P )≤0; [26]

where 
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 c i={
PREDi

α
−PRE Di

β'

PREDi
β'
−PRED i

β

PREDi
α
−PRE Di

β

and were formulated in a way such that all predictions of TAGs are considered regardless of

available experimental data. Minimizing eq. [23] subject to eq. [24] and eq. [25] with the solution

PII is referred to as Problem II in the following. 

Initial guess

As with virtually all techniques for solving output least-squares problems, an initial guess P0 is

required. Here a variant of the starting point given by (Moorthy et al. 2017) is used but modified

to ensure feasibility, in particular, that the starting point was in the interior of the feasible regions

determined by the respective constraints to Problem I and Problem II. 

Search algorithms 

Two different numerical algorithms are employed to identify optimal parameter sets PI and PII for

formulations  Problem I and  Problem II, respectively. The first algorithm used is a Sequential

Quadratic Programming (SQP) method which approximates the first derivatives of the objective

function  and  constraints  and  makes  a  quasi-Newton  approximation  to  the  Hessian  of  the

Lagrangian  function.  A description  of  SQP methods  is  beyond the  scope  of  this  paper,  but

interested readers are referred to (Boggs et al. 1999a) and (Boggs et al. 1999b) for a description

of  theoretical  properties.  In  the  spirit  of  comparison,  a  multi/parallel-dimensional  search

algorithm  is  used  (Torczon  1997), which  uses  no  gradient  information,  calculated  nor

approximated. While several variants of these methods are implemented across different software
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platforms, MATLAB (2020) has efficient implementations of both classes of methods and was

used to generate the numerical results presented in this contribution. 

2.2.2. Curation of dataset 

Experimental data was gathered from public-domain literature (Zéberg-Mikkelsen and Stenby

1999; Ueno et al.  1997; Bayés-García et  al.  2013b, 2015; Kodali et al.  1990; Hagemann and

Tallent 1972; Bayés-García et al. 2013a; Ghazani and Marangoni 2018; Baker et al. 2014a; Baker

et al. 2014b; Takeuchi et al. 2002; Bouzidi et al. 2010; Boodhoo et al. 2008; Lu et al. 2019;

Elisabettini et al. 1998; Wesdorp et al. 2013). The review revealed more melting point data than

enthalpy of fusion data. The accumulated data contained less data of unsaturated TAGs over a

wide range of carbon numbers compared to saturated TAGs. The resulting dataset DL comprises

282 TAGs, from which 157 are saturated TAGs and 125 are unsaturated TAGs. The predictive

power of the model was assessed by performing a fit to a smaller dataset, DC, and testing on the

greater dataset, here DL. The strategy will be referred to as the train-and-test approach. A second

dataset was compiled by curating dataset  DL with a focus on a possible violation of underlying

thermodynamic constraints within one TAG. For reassessing the conditions given above, eq. [25],

at least two temperatures and two enthalpies of fusion must be prescribed. The resulting curated

dataset,  DC, consists of 134 saturated TAGs and 43 unsaturated TAGs. Details on both datasets

are given in Table 1. The experimental data are given in the Supporting Information. 

The parameter estimation was conducted solving  Problem I and  Problem II for dataset  DL and

dataset DC, respectively, resulting in four parameter sets. The thermodynamic consistency of the

model predictions was assessed for both datasets. Finally, an answer was sought as to whether
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using a consistent (curated) dataset,  DC, for model fit is sufficient to achieve physically reliable

predictions or imposing thermodynamic constraints is required. 

Additionally, the parameter estimation was conducted using only experimental melting point data

DMP (a variant of DL) as more of these than the enthalpy of fusion data is given in the literature. 

The model equations for the enthalpy of fusion and melting point estimations for saturated TAGs,

eq.  [1]  and  [11],  are  fully  coupled.  The  model  extension  to  unsaturated  TAGs  resulted  in

incomplete  coupling of eq.  [18],  eq.  [19],  and eq. [20], that is to say, not all  parameters  are

equally relevant to both model outputs. For example, the parameter  hO is necessary to estimate

the enthalpy of fusion for a TAG containing oleic acid but does not influence the melting point

estimation. Therefore, performing the parameter estimation using only melting point data is not

sufficient for estimating the thermodynamic properties of unsaturated TAGs, and the model fit

exclusively on melting point data was conducted for saturated TAGs only. 

2.3. Numerical assessment strategy   

2.3.1. Prediction quality 

To assess the prediction quality of the model, evaluating measures were defined. Metrics were

computed for sub-categories of triglycerides: (1) saturated TAGs in  α-polymorph, (2) saturated

TAGs in  β’-polymorph,  (3)  saturated  TAGs in  β-polymorph and analogously  for  unsaturated

TAGs, resulting in 6 sub-categories of respective size Ncat, given Table 1. For the two predicted

quantities, the Root-Mean-Square Error (RMSE) was tabulated: 

RMS El=√∑
(l¿¿PRED−lexp)

2

N cat

¿; [27]
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where  l is either the melting point or enthalpy of fusion and  Ncat is the size of the respective

category. The ratio of under predictions U to over predictions O was defined, 

U
O

=
number of under predictions

number
of

predictions
; [28]

where over predictions are those greater than the respective experimental data point, conversely,

under predictions are less than the experimental data point. 

The thermodynamic consistency of the predictions was expressed by a “score”. If the predictions

for a single TAG in all three possible modifications (α, β’, β) were consistent, which means the

underlying thermodynamic constraints, eq. [24], are satisfied, the TAG was assigned a score of 1.

Conversely, if any constraint was violated, the TAG resulted in a score of 0. The overall score of

thermodynamic consistency was introduced, 

TC=
number of TAGsassigned score1
total number of TAGs∈category

∗100; [29]

where, unlike measures for the prediction quality that require the experimental data, the score of

thermodynamic consistency could be determined for all TAGs in the dataset. 

The described counting measures were tabulated for five parameter sets: the reference parameter

set taken from (Moorthy et al. 2017), parameter estimates derived in this work,  PI,L and  PI,C of

Problem I, and estimates PII,L and PII,C of Problem II for both datasets respectively. Further, the

prediction quality was assessed regarding the dataset used for fitting, i.e.,  DL and DC, following

the train-and-test approach. 
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2.3.2. Model sensitivity towards parameters 

Optimization schemes identify minima and hence provide optimal parameter values as a function

of data,  but do not address model sensitivity directly.  Therefore,  a sensitivity analysis on the

model using a derivative-based method was performed to explore function behavior at solutions,

i.e., parameter sets obtained solving  Problem I and  Problem II, respectively. Since derivative-

based methods explore the parameter space locally, they only give qualitative estimates of model

sensitivity. For each parameter, a sensitivity coefficient Φ j was estimated,

Φ j=
δJ
δ P j

P j

J
[30]

as the partial derivative of the sum of squared residuals, eq. [23], with respect to the considered

parameter, eq. [30]. To normalize for the sake of comparability of the parameters, the quotient 
P j

J

is included (Hamby 1994). The parameters were ordered by the magnitude of normalized partial

derivative indicating model sensitivity with respect to each parameter. The sensitivity coefficients

can be interpreted as a qualitative measure of sensitivity. 

3. Results & Discussion

3.1. Prediction quality and thermodynamic consistency   

Model parameter fitting was performed with dataset DL and DC solving Problem I to estimate 84

total parameters,  PI,C  and PI,L. Thermodynamic consistency of the melting point and enthalpy of

fusion predictions were satisfied through applying additional constraints in Problem II resulting

in the parameter estimates,  PII,C  and PII,L.   Data for each category used for parameter fitting are

given  in  Table  1  and  the  estimated  parameter  sets  are  given  in  Table  2.  In  summary,  two
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approaches for ensuring the thermodynamic consistency of the enthalpy of fusion and melting

point  predictions  were  evaluated.  First,  an  optimization  problem  Problem II with  additional

thermodynamical  constraints  enforcing physically  reasonable predictions was solved and then

compared to Problem I. Second, a curated fitting dataset DC was generated containing only data

for which the underlying thermodynamic fundamentals, eq. [25], are satisfied. In this context, the

predictive power of the model was assessed. The quality of fit associated with predictions was

assessed using the measures described in section  Numerical assessment strategy. The tabulated

values are given in Table 3.

Figure 4 illustrates predictions for the enthalpies of fusion and melting points for TAGs in the α-

polymorph using the reference parameter set and the parameter sets obtained in this work by

applying Problem I and Problem II. The model fit was performed on dataset DL and the curated

dataset  DC.  The  melting  points  and enthalpies  of  fusion were  computed  for  dataset  DL.  The

display of the  α-polymorph was chosen to highlight the differences between the predictions of

unsaturated TAGs as they were most evident. Similar results were obtained for the  β’ and  β-

polymorph. 

3.1.1. Prediction quality

A summary of the prediction quality measures is given in Table 3. A decreased RMSE indicates

an overall improvement of fit for the enthalpy of fusion of saturated and unsaturated TAGs for all

three polymorphs with respect to the reference parameter set when fitted on the dataset DL. The

ratio  of  under  predictions  to  over  predictions  U/O  of  1.82  for  PI and  PII indicates  an

underestimation of the enthalpy of fusion in β’-polymorph. The RMSE of the enthalpy of fusion

predictions  of  the  α-polymorph  of  unsaturated  TAGs  relatively  decreased  by  18.66 %  and
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18.76 % for PI,L and PII,L, respectively, in comparison to the reference. However, the ratio U/O of

0.5 suggests an underestimation of both quantities in the α-polymorph. 

The RMSE of the melting point predictions of saturated TAGs in the  β-polymorph relatively

increased by 20.13 % and 39.21 % for  PI and  PII, respectively. This is due to the exclusion of

fitting parameters addressing the lower melting points of odd TAGs sodd and hodd. However, the

ratio U/O of 1.19 and 0.96 for PI and PII, respectively, suggest a rather limited contribution from

odd-numbered TAGs on the parameter estimates. It should be noted that the dataset DL contains

only 11 odd-numbered TAGs in  β-polymorph of 157 saturated TAGs in total.  The RMSE of

melting point predictions for unsaturated TAGs decreased relatively by 39.1 to 52.6 % for each

polymorph. 

Using the adjusted parameters fit on the curated dataset DC yielded comparable prediction quality

measures for both properties of saturated TAGs to the ones discussed above. This indicates an

overall  improved  fit  independent  from the  amount  of  data  used  in  the  model  fit  procedure.

Similar  results  can  be  found  for  the  enthalpy  of  fusion  of  unsaturated  TAGs.  However,  a

worsening  of  the  prediction  quality  for  the  melting  point  of  unsaturated  TAGs for  all  three

polymorphs  is  evident.  Even when applying  the  thermodynamically  constrained  optimization

scheme of Problem II, no improvement of fit for unsaturated TAGs was achieved, suggesting the

curated dataset does not contain sufficient information on unsaturated TAGs despite satisfying

thermodynamic consistency. 

Concluding,  the  prediction  quality  of  saturated  TAGs  was  neither  affected  by  the  applied

optimization scheme nor by the quality or size of the dataset used for fitting. This was expected

since the model equations for estimating the thermodynamic properties of saturated TAGs are
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rather  sophisticated  and developed and improved by testing on a large dataset  of 188 TAGs

comprising  92  experimental  data  of  saturated  TAGs  in  Wesdorp’s  work.  Since  the  model

equations for estimating the thermodynamic properties of unsaturated TAGs are less developed,

they are subject  to  a  strong dependence  on the amount  of  data  used for  model  fitting.  This

became evident comparing the parameter fit on the large dataset DL and the reduced dataset DC.

Estimating  the  enthalpy  of  fusion  for  an  unsaturated  TAG  requires  only  three  additional

parameters to the model equation for saturated TAGs eq. [1], i.e., hO, hE, hl. For the melting point

estimation, 17 new parameters are required (parameters 15 through 28 in Table 2). These address

not only the presence of oleic (O), elaidic (E), linoleic (l), and linolenic (le) acid but also the

interactions of pairs of unsaturated fatty acid chains in one triglyceride. These parameters are

only relevant to the enthalpy of fusion and melting point computations using eq. [18], eq. [11],

eq. [19], and eq. [20] when the respective internal function variables are non-zero. For example,

the parameters hl, Al, and Bl are relevant to the estimated physical properties only if at least one of

the fatty acids in a TAG is linoleic acid and, hence, the internal function variable nl is non-zero.

This emphasizes, for a fit of the full parameter set, the experimental dataset must contain at least

one TAG for each parameter. This requirement applies to all three polymorphs. 

The coupling of model equations [1] and [11] for saturated TAGs was investigated by fitting the

parameters on the reduced dataset DMP containing solely melting point data. As Table 4 reveals,

an improved fit of melting points is achieved as the RMSE indicate. In contrast to the melting

points,  the  enthalpy  of  fusion  is  poorly  predicted.  Consistent  overestimation  is  expressed  in

significantly increased RMSE and low U/O for the new dataset. Concluding, even reducing the

data set to saturated TAGs only, fitting the model parameters on melting point data only does not

result in a parameter set that predicts the enthalpy of fusion adequately.  
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3.1.2. Thermodynamic consistency 

Unlike prediction quality measures (RMSE and U/O) which require the experimental data, the

score of thermodynamic consistency can be determined for all TAGs in the dataset. Scores of

melting  points  predictions  for  PI,C, PII,C,  PI,L,  PII,L in  comparison  to  the  reference  dataset  are

summarized in Table 5. 

The thermodynamic consistency for the enthalpy of fusion was already safeguarded in the model

using the reference parameters. However, melting point predictions using the reference set are not

thermodynamically consistent (Moorthy et al. 2017). After refitting the model equations to the

updated dataset  DL solving  Problem I, the score of thermodynamic consistency of unsaturated

TAGs increased from 37.6 to 48.8. Fitting on the sub-dataset DC, curated for consistent data, but

evaluating  the  score  over  the  complete  dataset  DL improved  the  score  to  a  value  of  69.6.

However,  in  this  case,  the  melting  point  predictions  for  unsaturated  TAGs  remained  not

satisfying the thermodynamic constraints,  eq. [25], completely.  This underpins the need for a

constrained optimization  scheme.  Enforcing  the  physical  constraints  in  Problem II yielded a

significant increase of the thermodynamic score tested on DL from 69.6 to 81.6 and 48.8 to 100

for parameter sets fit on dataset DC and evaluated on DL, respectively. 

Inconsistent melting point predictions were found for poly-unsaturated TAGs which contain two

linolenic acids (le) or a combination of linoleic (l) and linolenic acid (le). It must be noted that

experimental data especially of poly-unsaturated TAGs are sparse. 

From the thermodynamic scores obtained, it can be deduced that parameter sets yielding in the

sense  of  thermodynamic  consistency  improved  predictions  can  be  identified  when  more

consistent  data  are  used  during  the  optimization  procedure.  Conclusively,  for  predicting  the
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thermodynamic  properties  of  saturated  TAGs,  no  additional  constraints  addressing

thermodynamic consistency are necessary, and even fitting the model equations on fewer data

results in reasonable predictions. As for unsaturated TAGs, a broad dataset is needed to overcome

the  lack  of  thermodynamic  consistency.  However,  constrained  optimization  schemes  deliver

parameter sets with improved consistency. 

3.2. Model sensitivity  

3.2.1. Influence of constraints on model set-up conditions 

Next to satisfying a good prediction quality and established thermodynamic consistency of the

predictions  generated  by  the  model  (discussed  above),  also  intermediate  characteristic  data

generated, e.g., contribution per chain element, can be subject to meaningful relations that should

be satisfied,  see Figure 3 in section 2.2.1. In this spirit,  the bound constraints chosen for the

parameters  h and s are discussed. To verify their effectiveness, the objective function, eq. [23],

was  minimized  with  and  without  imposing  said  bound  constraints,  eq.  [24].  The  respective

parameter estimates were evaluated according to whether they satisfy the different conditions

mentioned above.

From  Table 6, which gives the RMSE of monoacid TAGs, it becomes evident that imposing

bound constraints  on the parameters  h and  s does not negatively affect the overall  prediction

quality. For each case, parameter fit with and without bound constraints, the RMSE is smaller

than the RMSE using the reference parameter set. A closer examination of the parameters h and s

reveals that the parameter  h of the (thermodynamically) unconstrained model fit (PI,L*) differs

relatively from the literature values by approx. 6.15 %, 24.92 %, and 15.11 % in the α, β’, and β-

polymorph, respectively. The estimates for  s differed from the values given in the literature by
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approx. 0.24 %, 11.91 %, and 18.11 %, Table 7. When additionally thermodynamic constraints

were enforced on the model predictions (PII,L*), values obtained for parameter h are close to the

literature  values.  Interestingly,  for  parameter  s, relative  deviations  of  97.63 %,  94.92 %, and

52.81 % for  the  α,  β’, and  β polymorph,  respectively,  were  found.  This  indicates  that  it  is

necessary  to  add  bound  constraints  for  these  parameters  to  preserve  the  model’s  physical

justification, i.e., the parameter values match the “processed” experimental values (see section

2.2.1). Table 8 summarizes the satisfied and unsatisfied conditions for each case.

Concluding,  for  every  case  tested  in  Table  8,  one  obtains  a  satisfactory  prediction  quality.

However,  it  was found that  constrained optimization needs to be performed to obtain model

predictions  that  satisfy  two  necessary  conditions:  thermodynamic  consistency  of  model

predictions and parameter values of  h and  s close to the “processed” experimental values for

monoacid TAGs. From the cases studied, the conclusion can be drawn that these conditions do

not act contradictory within the model set-up but rather independently. One might speculate that

the described independence is due to a lack of data and low quality of those available, structural

discrepancies within the model, or the large number of parameters required.   

3.2.2. Gradient-based  study on parameter sensitivity 

An  assessment  of  Wesdorp’s  model  for  predicting  pure  component  properties  regarding

parameter  sensitivity  was  conducted.  For  each  parameter,  a  sensitivity  coefficient  Φj was

estimated  at  the  initial  guess  P0 and  the  estimated  parameter  sets  obtained,  PI,L, and  PII,L,

respectively. A ranking based on the magnitude of the normalized partial derivatives indicated

the model most sensitive towards six parameters, namely h0, h, s, hxy, sxy, and Tinf. No parameter

required for estimating the thermodynamic properties of unsaturated triglycerides was identified
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as a  sensitive parameter.  This  is  due to their  special  nature  compared to  the other  universal

parameters: e.g., h and s are relevant for estimating the thermodynamic properties for every TAG,

whereby, e.g.,  hO is only relevant to calculate the enthalpy of fusion of TAGs containing oleic

acid. 

4. Conclusion

The well-established model by Wesdorp (1990) for predicting the thermodynamic properties of

pure  triglycerides  was  investigated  regarding  the  thermodynamic  consistency  of  the  model

output.  For  alternative  parameter  fitting,  a  constrained  optimization  scheme  was  applied  to

enforce meeting thermodynamic constraints. The model fit was performed on two datasets, one

containing trustworthy data from literature without considering their  consistency.  Secondly,  a

subset  containing  only  data  satisfying  underlying  thermodynamic  fundamentals  was  used  to

generate  parameter  sets.  Accordingly,  updated  parameter  sets  ensuring  thermodynamically

consistent predictions were presented. During the model fitting, enthalpy of fusion and melting

point  predictions  for  saturated  triglycerides  were  found  to  be  thermodynamically  consistent

without imposing additional thermodynamic constraints. The dependence on the type of dataset

used  for  fitting  was  found to  be  small.  In  contrast,  melting  point  predictions  of  unsaturated

triglycerides revealed a significant lack of model predictive power. The most important limitation

lies in the amount of data of unsaturated triglycerides available for fitting. The effect of enforcing

thermodynamic constraints on the model output was further examined in terms of a preserved

reliable description of monoacid TAG data. This revealed that the model set-up conditions, i.e.,

bound constraints, linear inequality constraints, and prediction quality, are not interdependent. 
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This research has given rise to questions regarding model robustness and model sensitivity. A

comprehensive sensitivity could provide more information on the underlying model. Therefore,

the sources and magnitudes of uncertainty in model parameters and model output need to be

investigated. Knowledge of these would provide valuable means to improve model robustness. 
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Tables 

Table 1. Number of TAGs in datasets DL and DC for which melting points (Tm) and enthalpies of

fusion (ΔHf) are available in the literature

dataset DL dataset DC

ΔHf Tm ΔHf Tm

α β’ β α β’ β α β’ β α β’ β

saturated 72 48 67 128 127 141 62 42 57 127 123 125

unsaturated 21 19 30 74 42 68 18 15 18 42 27 35

total 93 67 97 202 169 209 80 57 75 169 150 160
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Table 2. Parameter estimates of model fit Problem I and Problem II, parameter were fit on dataset DL and DC, compared to the reference

parameter set

Reference PI,L PII,L PI,C PII,C

Parameter Unit α β’ β α β’ β α β’ β α β’ β α β’ β

1 h0 kJ mol-1 -31.95 -35.86 -17.16 -25.58 -26.25 -22.13 -25.26 -26.36 -23.90 -24.53 -25.19 -24.11 -24.66 -25.24 -24.11

2 h kJ mol-1 nC-1 2.7 3.86 3.89 2.65 3.48 3.78 2.65 3.48 3.78 2.66 3.48 3.78 2.67 3.48 3.78

3 s0 J mol-1 K-1 -19.09 -39.59 31.04 -3.82 -13.65 11.78 -2.47 -13.81 -7.62 -0.25 -11.64 4.18 -0.63 -11.56 4.33

4 s J mol-1 K-1 nC-1 6.79 10.13 9.83 6.43 10.23 11.55 5.92 9.71 11.55 6.26 10.45 11.55 6.28 10.25 11.55

5 hxy kJ mol-1 -13.28 -19.35 -22.29 -16.21 -22.33 -8.83 -16.97 -22.13 -19.96 -16.54 -24.77 -21.11 -16.45 -24.75 -21.09

6 sxy J mol-1 K-1 -36.7 -52.51 -64.58 -46.95 -71.58 -31.43 -45.51 -67.35 -66.92 -45.98 -80.33 -72.23 -45.78 -78.75 -72.11

7 k nC 4.39 1.99 2.88 3.67 2.31 0.01 3.78 2.28 3.92 3.21 2.32 -4.44 3.17 2.33 -4.44

8 x0 nC 1.25 2.46 0.77 2.68 3.30 2.01 2.68 3.28 1.45 2.55 3.21 1.69 2.54 3.21 1.69

9 Tinf K 401.15 401.15 401.15 388.69 381.51 389.85 388.89 380.66 380.00 390.30 381.39 390.40 390.19 381.39 390.58

10 hodd kJ mol-1 - - 2.29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

11 sodd kJ mol-1 K-1 - - - 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

12 hO kJ mol-1 nO-1 -31.7 -28.3 -30.2 -32.73 -21.44 -25.49 -32.82 -21.44 -27.49 -33.01 -23.25 -25.10 -33.01 -23.28 -25.10

13 hE kJ mol-1 nE-1 -11.7 -15.9 -15.9 -7.52 -6.86 -11.60 -7.55 -6.86 -13.56 -8.35 -8.09 -13.37 -8.37 -8.06 -13.37

14 hl kJ mol-1 nl-1 -37.7 -37.7 -37.7 -70.12 -37.70 -32.86 -70.24 -53.42 -34.57 -37.7* -37.7* -37.7* -37.7* -37.7* -37.7*

15 AO nO-1 -3.46 -2.2 -2.93 -1.40 -2.36 -1.28 -1.39 -2.08 -1.26 -3.35 -0.90 -1.37 -3.34 -1.03 -1.49

16 AE nE-1 -1.38 -1.34 -1.68 -0.43 -1.16 -1.47 -0.42 -1.13 -1.30 -0.81 -0.91 -1.28 -0.81 -0.91 -1.29

17 Al nl-1 -3.35 -2.51 -4.68 -4.33 -3.98 -5.66 -2.82 -3.97 -4.40 -5.21 -1.69 -8.65 -5.78 -1.68 -8.35

18 Ale nle-1 -4.2 -2.23 -5.18 -7.28 1.78 -5.68 -5.06 -4.55 -12.37 -4.93 -2.23 -5.68 -4.85 -3.01 -5.25

19 AOO nOO-1 -0.01 0.27 0.89 -3.15 -0.74 -2.03 -2.14 -0.65 -2.91 0.07 -0.13 0.56 -0.25 0.18 -0.94

20 AEE nEE-1 0.01 0.04 0.4 -1.58 0.10 0.27 -1.59 0.06 0.21 -0.97 -0.31 -0.02 -0.97 -0.31 -0.01

Table 2. continued
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Reference PI,L PII,L PI,C PII,C

Parameter Unit α β’ β α β’ β α β’ β α β’ β α β’ β

21 All nll-1 -3.68 0.55 1.21 -2.01 -5.93 0.46 -1.79 -1.26 -59.47 -3.68* 0.55* 1.21* -3.68* 0.55* 1.21*

22 Alele nlele-1 -0.98 1.51 1.38 -3.73 -5.44 -0.01 -0.54 0.55 -25.18 -0.58 1.51 0.70 -0.52 0.99 0.98

23 AOl nOl-1 0.53 -1 0.71 -0.12 -0.75 1.63 -0.12 0.06 0.74 -1.25 0.02 0.38 -0.64 0.02 3.10

24 AOle nOle-1 0.83 0.76 0.69 3.04 1.99 1.37 2.00 1.40 2.94 0.43 0.36 0.03 0.16 0.15 -1.19

25 Alle nlle-1 -2.97 1.12 0.73 -3.87 2.43 -3.56 -1.28 -0.89 57.40 -3.46 1.12 0.40 -3.40 0.60 0.68

26 BO nO-1 0 -4.3 -3.7 -9.11 -3.16 -14.33 -8.99 -6.55 -14.57 0.65 -17.75 -13.82 0.63 -16.74 -12.57

27 Bl nl-1 5.4 -7.8 -1.5 11.38 7.59 6.39 4.47 5.27 4.30 -2.51 -14.73 17.94 -2.56 -14.76 17.25

28 Ble nle-1 2.6 -13.7 -1.8 9.17 -100.00 5.98 2.83 0.30 30.99 6.02 -13.70 1.72 6.07 -13.75 1.72

*reference parameter, no refit was possible due to lack of data 
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Table 3. Summary of prediction quality results for the enthalpy of fusion (in kJ/mol) and melting

point  (in  K);  model  parameters  estimated  for  Problem  I and  Problem  II and  the  reference

parameter sets. Model fit was performed on datasets DC and DL and prediction quality assessed on

DL

dataset DL dataset DC

quantity ΔHf Tm ΔHf ΔHf

counting measure RMSE U/O RMSE U/O RMSE U/O RMSE U/O
saturated
α Reference 7.32 1.00 7.00 0.54 7.32 1.00 7.00 0.54

PI 6.96 1.32 6.96 0.28 7.07 1.32 6.94 0.28
PII 6.91 1.25 6.99 1.41 7.09 1.32 6.93 1.41

β’ Reference 21.42 0.37 4.58 1.21 21.42 0.37 4.58 1.06
PI 16.35 1.82 3.74 1.08 16.38 2.20 3.67 0.92
PII 16.36 1.82 3.76 1.08 16.37 2.20 3.67 1.21

β Reference 14.69 0.46 2.68 1.21 14.69 0.46 2.68 1.06
PI 14.30 1.58 3.22 1.19 12.26 1.23 3.05 0.92
PII 12.26 1.31 3.73 0.96 12.26 1.23 3.05 1.21

unsaturated

α Reference 18.66 0.75 13.63 1.03 18.66 0.75 13.63 1.03
PI 15.18 0.50 7.49 0.38 16.66 0.50 41.51 0.38
PII 15.16 0.50 7.74 1.00 16.66 0.50 42.95 1.00

β’ Reference 13.74 0.50 11.67 0.97 13.74 0.50 11.67 2.04
PI 10.14 0.64 6.80 1.00 10.79 2.00 11.80 0.83
PII 10.14 0.64 7.11 1.34 10.79 1.00 10.47 1.00

β Reference 11.12 0.27 6.27 1.03 11.12 0.27 6.27 2.04
PI 11.84 2.11 2.97 0.91 10.71 0.75 16.24 1.44
PII 9.91 1.15 13.09 0.74 10.70 0.75 15.70 0.70
IDEAL 0 1 0 1 0 1 0 1
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Table 4. Summary of prediction quality results for the enthalpy of fusion (in kJ/mol) and melting

point  (in  K);  model  parameters  estimated  for  Problem  I and  Problem  II and  the  reference

parameter set. Model fit was performed and tested on dataset DMP for saturated TAGs 

dataset DL dataset DC

quantity ΔHf Tm ΔHf Tm

counting measure RMSE U/O RMSE U/O RMSE U/O RMSE U/O

saturated

α Reference 7.32 1.00 7.00 0.54 7.32 1.00 7.00 0.54

PI 16.72 0.16 5.13 0.26 16.72 0.16 5.13 0.26

PII 13.81 0.82 5.72 1.28 13.81 0.82 5.72 1.28

β’ Reference 19.83 0.36 4.63 1.44 19.83 0.36 4.63 1.44

PI 33.60 1.14 2.62 1.05 33.60 1.14 2.62 1.05

PII 43.14 0.22 2.81 1.21 43.14 0.22 2.81 1.21

β Reference 14.61 0.45 2.70 1.23 14.61 0.45 2.70 1.23

PI 44.89 0.00 2.60 1.27 44.89 0.00 2.60 1.27

PII 33.13 0.00 2.46 1.01 33.13 0.00 2.46 1.01
IDEAL 0 1 0 1 0 1 0 1

Table 5. Summary of the thermodynamic consistency score TC of melting point predictions using

the parameters estimates  PI,C, PII,C, PI,L, PII,L compared to the reference parameters, predictions

obtained for dataset DL and DC

dataset DL dataset DC

saturated
Reference 73.89 75.4
PI,C 100 100
PII,C 100 100
PI,L 100 100
PII,L 100 100

unsaturated
Reference 37.6 51.2
PI,C 69.6 81.4
PII,C 81.6 100
PI,L 48.8 72.9
PII,L 100 100

IDEAL 100 100
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Table 6. Summary of RMSE for predictions of enthalpy of fusion (in kJ/mol) and melting point

(in K) of monoacid TAG data obtained using different parameter set PI,L, PII,L, PI,L*, PII,L*

Parameter set ΔHf Tm

saturated
α Reference 6.95 2.69

PI,L 6.75 5.07
PII,L 6.75 5.12
PI,L* 6.75 5.07
PII,L* 6.78 5.22

β’ Reference 31.14 5.47
PI,L 19.39 2.90
PII,L 19.40 3.09
PI,L* 13.71 3.81
PII,L* 14.22 3.99

β Reference 21.96 2.78
PI,L 17.08 4.19
PII,L 17.10 5.91
PI,L* 15.21 2.76
PII,L* 15.48 2.66
IDEAL 0 0

* no bound constraints imposed

Table 7. Summary of estimated parameters h and s 

h s

Case α β’ β α β’ β

PI,L 2.7 3.5 3.8 6.4 10.2 11.6

PII,L 2.7 3.5 3.8 5.9 9.7 11.6

PI,L* 2.7 2.9 3.6 6.1 8.6 12.4

PII,L* 2.7 3.0 3.6 0.1 0.5 16.0

Literature values 2.5 3.9 4.2 6.1 9.8 10.5

Linear fit** 2.2 3.4 4.2 4.7 8.8 10.7

*no bound constraints imposed

**linear fit performed on the experimental enthalpy of fusion and entropy of fusion data of monoacid TAGs against
total carbon number (Figure 3)
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Table 8. Comparison of the fulfillment of different model conditions for different model fit cases

Optimization conditions Model output conditions 

Case

Bound constraints

[lbh,s ; ubh,s]

Linear inequality

constraints

ci(P)

Thermodynamic

consistency 

TC = 100

Prediction quality

RMSE

{h,s}

within physical

bounds

PI,L 1 0 0 1 1

PII,L 1 1 1 1 1

PI,L* 0 0 0 1 1

PII,L* 0 1 1 1 0

*no bound constraints imposed
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Figure legends 

Figure 1. Geometrical approach to describe the chain length differences in a TAG according to

Wesdorp (1990)

Figure  2.  Summary  of  the  model  for  predicting  the  thermodynamic  properties  of  pure

triglycerides presented by Wesdorp (1990)

Figure 3. Enthalpy of fusion (a) and entropy of fusion (b) as a function of the total carbon number

for monoacid TAGs in α-polymorph (squares), β’-polymorph (circles), β-polymorph (triangles)

Figure  4.  Predictions  for  enthalpy  of  fusion  and  melting  point  for  the  α-polymorph  using

reference parameter  set (squares),  parameter  set  PI (circles),  and parameter  set  PII (triangles);

saturated  TAGs  (empty  markers),  unsaturated  TAGs  (filled  markers).  The  solid  black  line

indicates the ‘perfect prediction’, with dashed and dotted lines representing deviations of  ± 10

units and  ± 20 units, respectively. Parameter sets were fit on dataset  DL, (a, b). Parameter sets

were fit on the curated dataset DC (c, d)
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