[bookmark: _Hlk127521164][bookmark: _Hlk114323818][bookmark: _Hlk107580104]Vapor-liquid phase equilibria behavior prediction of water/organic-organic binary mixture using machine learning
[bookmark: _Hlk114323824]Guanlun Sun1, Zhenyu Zhao1, Shengjie Sun2, Yiming Ma1, Hong Li1,*, Xin Gao1,3,*
[bookmark: OLE_LINK1]1School of Chemical Engineering and Technology, Tianjin University, The Co-Innovation Center of Chemistry and Chemical Engineering of Tianjin, Tianjin 300072, China
2School of Data Science and Software Engineering, Qingdao University, Qingdao 266071, Shandong Province, China
3Haihe Laboratory of Sustainable Chemical Transformations, Tianjin 300192, China

[bookmark: _Hlk127443715][bookmark: _Hlk127443760]*Corresponding authors: lihongtju@tju.edu.cn (H. Li); gaoxin@tju.edu.cn (X. Gao);



















Abstract: 
Basic thermodynamic data plays an important role in chemical applications. However, the traditional acquisition of thermodynamic data through experiments is laborious. Thermodynamic data prediction is considered as an alternative to the experiments, especially when qualitative analysis is needed prior to experimental studies. In this work, we report a successful machine-learning based approach to predict the fundamental thermodynamics characteristics of vapor-liquid equilibrium (VLE) process. A new dataset of the VLE experimental data of 210 kinds of binary mixture with screened descriptors were constructed. The obtained results show that the VLE characteristics of the target system can be fully revealed for a pre-analysis by ML methods and the RF model has more excellent predictive ability on the VLE behavior than the ANN model. This work pioneers the development of the generalized model on the prediction of the VLE data and provide useful information for mechanistic study on the VLE phenomenon.
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1. INTRODUCTION
Vapor-liquid equilibrium (VLE) serves as the fundamental basis of design, optimization and control of series of unit operations in the chemical industry. In the last few decades, understanding the VLE behavior relies on the regression of VLE experimental results into the empirical parameters of thermodynamic models such as Non-Random Two liquid (NRTL)1, Wilson2, and Universal Quasi-chemical activity coefficient (UNIQUAC)3. However, conducting experiments to gain an insight into the VLE behavior is time-consuming. Especially when a pre-estimation of the separation difficulty is in demand, the experiment on the target mixture is not worthwhile. Some special mixtures could not be even treated by conventional experiment, such as corrosive substances4, ultra-low boiling point systems5. To get over this obstacle, the data-driven empirical prediction models were developed, including the Analytical Solution Of Groups (ASOG)6 and Universal Functional Activity Coefficient (UNIFAC) model7,8. However, none of these strategies can be regarded as a fast and accurate pre-estimation method due to the limited application in specific systems9,10.
Inspired by recent dramatic advances in the application of the artificial intelligence (AI) techniques to the chemical research11-20, we envisioned that AI could also transform the field of VLE behavior study. It was not until this century that ML has been employed in the modeling of VLE data. Vaferi et al gathered VLE data of nine binary systems containing ethanol from open literature and used them to develop an multi-layer perceptron neural network for bubble point pressure prediction and vapor phase composition prediction21. System temperature, critical temperature, critical pressure, acentric factor, normal boiling point along with composition of the solutes in the liquid, were selected as inputs. Yamamoto et al collected VLE data of seventeen binary mixtures composed of alkenes, aromatics, aldehydes, alcohols, amines et al for developing their neural network to predict the parameters in Margules activity model 22. There are also some examples of binary CO2 mixtures and ternary systems 23-25. Although these works pioneered the application of machine learning on VLE prediction and demonstrated that ML models possessed either superior or closely comparable performance vis-à-vis thermodynamic models, two major aspects require improvement. First, there was only a small number of systems considered in each work, making their model generalization capability questionable. Furthermore, these works only selected experimental data and macroscopic thermodynamic properties as inputs, without considering microscopic properties of the solvents and solutes, for example the interaction energy between the solute molecule and solvent molecule which has been considered as an important influence in the discussion of azeotropic separation mechanisms26-29.
	In this work, we are aiming at developing a comprehensible ML model that used for a pre-estimation analysis in the VLE study. After integration of multiple data sources and calculation of microscopic properties, a dataset containing 210 mixtures (4562 points) is established for model training and validation. No open-source dataset of this size was adopted to train a VLE prediction model before. Furthermore, the dataset is evaluated by Pearson’s correlation coefficient and analyzed through multiple linear regression and Ridge regression to make clear the key descriptors affected the prediction. Therefore, the dataset can be used as a benchmark for further development of the other prediction models. The employed artificial neural network (ANN) and random forest (RF) model are trained by the training set consists of 168 mixtures (80% of the total number of mixtures) randomly selected from the dataset and test on the rest mixtures. The trained model in this work can output the basic thermodynamics characteristics of T-xy phase diagram at ambient pressure and a temperature around the range of 293.78-470.5K (the temperature range of gathered dataset). Taking the categorical and numerical features into account, we also show that the accuracy of the prediction is highly correlated to the similarity in properties or categories between the training systems and the target systems.

2. DATA COLLECTION AND METHODOLOGY
2.1 [bookmark: _Hlk121240143]Dataset establishment
An accurate prediction requires the insight into the underlying scientific problem and deep understanding of the basic theory.30 This work focuses on the prediction of the VLE data at atmospheric pressure. The 4562 available VLE data points which obtained from the published literature for 210 binary mixtures and shown in Supporting information (Excel VLE). These experimental data is composed by 34 compounds whose boiling points range from 293.78-470.5K. The categories of selected 34 compounds include the water, sulfoxide, ketone, ester, diol, cycloalkane, carboxylic acid, aromatic compounds, aldehyde, alcohol are the most widely studied categories of systems in VLE studies31-34. The components of the mixture are illustrated in Table S1 with their primary properties discussed in this work. Based on the thermodynamics theory illustrated in the Supporting Information (S1, SI), the pressure (P) and liquid-phase mole fraction(x1) are used as two descriptors in the input data to predict the other two variables.
	The details of descriptors are summarized in Table S2. In addition to the pressure (P) and liquid-phase mole fraction(x1) collected from the VLE data, the descriptors also include boiling point (Tboil), critical properties (Tc, and Pc), acentric factors, which have already been addressed in the past VLE study by ML methods35. Among these macroscopic properties, the melting points are not considered as a true effect on the training but a disturbance term to examine whether every easily accessible and well-known property is deserved to consider as descriptors.
To assess the accuracy and robustness of the predictions, the database also involves microscopic properties calculated such as molecular weight (MW), Gibbs free energy (G_gas), zero-point energy (E0_gas), molecular interaction between two molecules (self-association or binary-association) et al. These microscopic properties are not addressed in the past VLE prediction studies, but they have already been investigated deeply in the study of VLE phenomenon. Especially the interaction between two same kinds of molecules or different kinds of molecules are regarded as the main factors affecting the formation of azeotropes or the analysis of mechanism of the ionic liquids or low eutectic reagents capable of extracting and separating azeotropes36-38.
Before the acquisition of the microscopic properties, the molecular structure was optimized by the Gaussian 09 C.01 using the B3LYP functional with the standard 6-31G(d) basis set39. This functional and basis was regarded as a better enough and fast enough level compared to the MP9. The zero-point energy and Gibbs free energy of optimized gas structure were further analyzed by Shermo 2.3.440. The harmonic vibrational frequency scale factors of ZPE was set at 0.9806 refer to the literature41. The self-association and binary-association energy which indicates the molecular interactions between the two same kinds of molecules or different kinds of molecules are calculated by the B3LYP/6-31G(d) basis set with DFT-D3 empirical dispersion.

2.2 Feature selection
Before the training of the ML model, it is reasonable to examine if all the features collected are worth used as descriptors for the model. Each descriptor was collected for both components and was labeled as “1” or “2” after the descriptor on behalf of the corresponding component. The square of the Pearson Correlation Coefficient PCC2 was calculated for the 27 variables collected in Fig. 1. The color of lattices from white to green represents the increase in the positive correlation of the binary variables.
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Fig. 1. Heatmap of the descriptor correlation analysis of all the collected data.

An acceptable threshold of PCC2≤0.9 which had been applied in the current work was used18. There are 9 pairs of descriptors are highly correlated and could be easily distinguished in the heatmap (Table 1). Among these highly correlated pairs of descriptors, E(i) which is the ground state energy of electron is actually the key part during the calculation of Gibbs free energy of the optimized gas structure at 298.15K. N_atoms which is the number of atoms without considering the hydrogen atoms is linear correlated with the molecular weight (MW). Under this premise, the descriptors N_atoms, Critical volume, E(i) were removed, and the elimination will not cause an obvious loss of input information. By the correlation analysis, the trimmed down set of 21 descriptors was taken forward for the further study. 
Table 1 High correlated descriptors calculated by a threshold of PCC2≤0.9
	Descriptor 1
	Descriptor 2
	PCC2

	Critical volume1
	Self-association1
	0.899

	E(1)
	G_gas1
	0.999

	Critical volume1
	MW1
	0.936

	Critical volume1
	N_atom1
	0.941

	Self-association1
	Critical volume1
	0.899

	Critical volume1
	E0_gas1
	0.917

	E(2)
	G_gas2
	0.999

	MW1
	N_atom1
	0.973

	MW2
	N_atom2
	0.967



2.3 Key descriptors analysis
Multiple linear regression and Ridge regression are both regression methods that are suitable for modeling the relationship between the continuous response variables. Herein, these two regression methods were adopted to understand the key descriptors by the absolute value of different weights after normalization. Before the regression, the mixing rule was applied to the rank the contribution of the same kinds of descriptors, following the equation:
                                                  (1)
	Dmix is not the actual mixing property but a way to sum the contribution from the same kinds of descriptors of the binary components. The absolute values of the regression coefficients corresponding to the regression of bubble point (T) and mole fraction in the vapor phase (y1) are plotted in Fig. 2. Here we separate the regression of T and y1 to observe their influencing factors separately. The magnitude relationship of the coefficients of the two regression algorithms is nearly the same. For the regression of T, the Tboil (boiling point) is the most significant descriptor. The coefficient of boiling points is 179.909 for multiple linear regression and 123.152 for Ridge regression, which is several times of coefficients of other descriptors. There are also several indispensable descriptors whose coefficients of Ridge regression are near 20. These descriptors involve mixing SA (self-association, molecular interaction between the same kinds of molecules), BA (binary-association, molecular interaction between the different kinds of molecules), MW (molecular weight), TC (critical temperature), E0_gas and G_gas. For the regression of y1, the most significant descriptors are SA and BA which are on behalf of the molecular interaction between the molecules, which means the accurate value of the molecular interaction is essential to the accurate prediction of the VLE behavior. This result is consistent with the current discussion on the formation of azeotrope26,42. The contribution from the E0_gas and G_gas is also obvious.
It has been mentioned in section 2.1 that melting point is considered as a disturbance to examine if every descriptor easy to acquire is deserved to be considered. For both regression of bubble point temperature and mole fraction in vapor phase, the coefficient of the melting point is rather low which means melting point is not significant during the prediction. In the following evaluation of the model, the melting point is eliminated from the input dataset. It can also be seen that the contribution from the pressure is also nonsignificant while the data set is built for the atmospheric VLE data. For a possible further study on the prediction on the VLE behavior of various pressure, the descriptors from the experimental VLE data were not considered to be excluded.
[image: ]
Fig. 2. The coefficients of multiple linear regression and Ridge regression of (a) bubble point temperature and (b) mole fraction in vapor phase.

2.4 Structure optimization
Two supervised learning models, traditional completely connected artificial neural network (ANN) and random Forest (RF) are performed by python 3.9.7. The interpretability and performance are two important indicators of the evaluation of ML algorithms. More advanced algorithms with potentially higher performance are usually at the expense of less interpretability. In the context of supervised learning, RF and ANN are two totally different types of ML models especially at their behavior in interpretability and performance. According to the review by Badillo et al43, the RF model possesses the moderate interpretability and moderate performance. Compared with the RF model, the ANN model has better performance and less interpretability. In recent years, most of the VLE studies by using the ML formalisms employed ANN. In this work, we employed both algorithms to examine if a moderate model would also be able to achieve satisfactory accuracy.
A slight change of the model structure and the hyperparameters of the ML models may lead to a dramatic difference in the regression performance. To qualify this factor, we developed the certain structure for ANN or RF model by adjusting their hyperparameters and calculating the error. According to the basic structure of the ANN and RF model, it can be concluded that the two hyperparameters in the ANN model are the number of the hidden layers and the number of nodes in each layer (shown in Fig. 3(a)). And the hyperparameters in the RF algorithm are the number of trees in the forest, the number of drawn candidate variables in each split, number of observations that are drawn for each tree (also called the node size) and the splitting criteria in the nodes (shown in Fig. 3(b)).44 Tuning these hyperparameters also means to find a balance between the complexity of model (somehow determine the velocity of the fitting) and the accuracy of the prediction. 
[image: ]
Fig. 3. The hyperparameters tuned in (a) ANN and (b) RF model.

In the section 2.3, we had found that the key descriptors for the prediction of T and y1 were different. Based on this consideration, we also separated the prediction of T and y1 in the rest of this work. During the training of the ANNs, the learning rate was set at 0.01 at first and turned to the one tenth of the previous one in every 500 steps. This change was aiming to prevent the overfitting in the repeat training. The training error and test error measured by the mean squared error changed with the epochs are shown in Fig. S1 (SI). The results of the influence of the network structure on the prediction ability are presented in Table S3 and S4 (SI). It is shown that the ANN structure contained two or three hidden layers all get familiar accuracy, which means that the performance of the traditional neural network models will not be significantly affected by the depth of layers in this study. This feature is also consistent with the result in other studies which employed the traditional ANN19.
The order of the adjustment of the RF parameters follows the order that is number of trees (n_estimators), the maximum depth of the tree (max_depth), the minimum number of samples required to be at a leaf node (min_samples_leaf), and the minimum number of samples required to split an internal node (min_samples_split). The results are shown in Fig. S2-S5 (SI). N_estimators is not often regarded as a tunable parameter in the classical sense but should be sufficiently high. In this work, it is interesting to find a particular difference between how the accuracy of prediction of two variables varied with the number of trees. The best hyperparameters for prediction of T are n_estimators = 200, max_depth = 16, min_samples_leaf = 1, and min_samples_split = 2. For prediction of y1, the hyperparameters are n_estimators = 400, max_depth = 16, min_samples_leaf = 1, and min_samples_split = 2.

2.5 Model evaluation
Square of the Pearson correlation coefficient R2 was applied in the analysis of the correlation of the descriptors in the equation (1), where apred and bpred are the predicted values of the binary variables, a and b.  and  represents the mean values of a and b. The PCC2 is always in the ranged from 0 to 1. The value of PCC2 demonstrates a strong correlation when it is close to 1.
                                            (2)
The following metrics are usually defined as appropriate methods to evaluate how well the predictions compare to the experimental value collected from the literature or databases. They are classical functions contained average absolute relative deviation (AARD), the root mean square error (RMSE) and mean absolute error (MAE), and R-square:
[bookmark: OLE_LINK2]                                            (3)
                                                 (4)
                                                     (5)
                                                         (6)
Where aexp is the real (in our case experimental) value corresponding to the target of the prediction. The AARD was not applied in the prediction of the vapor phase composition yi, for some of the yexp are 0 which is not allowed to be the denominator of the fraction.

3. QUANTITATIVE ANALYSIS OF TRAINING SETS AND TEST SETS
In addition to the traditional influences from the structure and hyperparameters of the ANN or RF models, we found another important factor on the prediction that should be investigated in detail. For the mixtures in training sets and testing sets were selected randomly from the dataset, it is reasonable to examine whether the differences caused by the random disruption will dramatically influence the accuracy of the prediction. Twelve groups of data sets were developed by random disruptions and RMSE of test results was calculated (Fig. 4). It is explicitly shown that compared with the constructed RF model, the ANN model has poor accuracy for the same group of data. It is also obvious that the prediction of both bubble point temperature and mole fraction of gas is highly affected by the difference between the training sets and testing sets. 
The first hypothesis is that the cause of the different accuracy of prediction for the different groups of data is the “property similarity” between the training sets and testing sets, which can also be understood as the properties distribution difference between the training sets and testing sets. The best overall performances were given by the first group of data and the worst performances were given by the fifth group of data. Here we use the 1st group of data and the 5th group of data as two examples. The mixture in training sets and testing sets of both groups of data are illustrate in Table S5 (SI). This heatmap of training mixtures and test mixtures is shown in Fig.5(a) and 5(b). The vertical axis is the axis for “component 1” which is the first component of the mixture. The horizontal axis is the axis for “component 2” which is the second component of the mixture. Each axis arranges substances in the order of their boiling points. Dark blue grid represents the mixture is in training set, compared to the pink grid which represents the mixture is in testing set. This heatmap also shows that the boiling points of the mixtures in the data set are mainly concentrated in the temperature range of 290 K – 360 K.

[image: ]
Fig. 4. RMSE calculated of testing sets from different groups of data in the prediction of (a) bubble points (b) mole fraction of gas. 

Here we use the distribution of the boiling point in the training and test sets as an example to illustrate the “property similarity” for the training sets and testing sets. The result was analyzed and shown in Fig. 5(c) and 5(d). Here we invented a qualitative index called Tboil coverage difference to quantify the difference of boiling point distribution of the two components between the training set and testing set. The boiling point coverage equals the integration of the density difference for both components along the whole boiling point interval between the training set and testing set (shown in Fig. 5(d)), divided by the value of the temperature interval. For 1st group of data, the Tboil coverage difference is 0.022/K for component 1, and 0.023/K for component 2. For the 5th group of data, the Tboil coverage difference is 0.024/K for component 1, and 0.034/K for component 2. The difference in Tboil coverage difference means that the 1st group of data has more similar boiling point distribution for the two components between the training set and the test set than the 5th group of data.
[image: ]
[bookmark: _Hlk123136789]Fig.5. Heatmaps of the trained or tested mixtures in (a) the 1st group of data, (b) the 5th group of data. The dark blue grid represents the mixture is in training sets. The pink grid represents the mixture is in testing sets. The boiling point coverage on the training sets and testing sets for (c) 1st group of data and (d) 5th group of data

This “property similarity” is not only in boiling point, but also in other descriptors. We calculate these coverage difference and show them in Fig. S6, the quantified value is shown in Table S5 (SI). The definition of the other descriptor coverage difference is similar to the boiling point coverage difference. Broadly speaking, the 1st group of data has smaller descriptor coverage difference. 
	
[image: ]
Fig. 6. Category coverage analysis on the training sets and testing sets for (a) 1st group of data and (b) 5th group of data.
	In addition to the “property similarity”, we also discussed the difference of category between the training sets and testing sets. The components belong to ten categories shown in Fig. 6. The ten categories include water, sulfoxide, ketone, ester, diol, cycloalkane, carboxylic acid, aromatic compounds, aldehyde, alcohol. Under this classification, all the mixture in the training sets and testing sets can be divided into the categories such as ketone-cyclohexane, water-alcohol and so on. If the number of the mixture in the training set more than the number of the mixture in the testing set in such a category, we define it as the training set “cover” the testing set at this category. The definition of the category coverage is similar to the definition of the descriptor coverage which is the number of categories that the training set “cover” the testing set divided by the total number of call the categories involved in the data set. Under this definition, we calculated the category coverage for 1st group of data and the 5th group of data. For the 1st group of data, the category coverage is 95.7%, compared to the 76.6% for the 5th group of data. The result showed that 1st group of data has a higher category coverage. From these discussions, we summary that the “property similarity”, also can be regard as the descriptor coverage difference or category coverage between the training datasets and target mixture will significantly influence the accuracy of the prediction. The prediction would be more accurate if the training sets had more similar descriptors distribution with the target mixture.

4. PREFORMANCE OF THE TRAINED MODEL
We performed the prediction using the 1st group of data with the rest 19 descriptors. Fig. 7 illustrates the summary of the statistics for the prediction quality. The statistics was calculated by the average by three times training of the corresponding model. The result show that the predictions of bubble point temperature can achieve a percentage error which is lower than 2% for both ANN and RF models. Furthermore, two models have explicitly different performance of prediction of mole fraction in vapor phase. For ANN, the error of the points is all within a specific range. On contrast to the ANN, the points at both ends of y1 are predicted more accurately than the points in the middle section for RF. In general, the prediction on both bubble point temperature and mole fraction in vapor phase by RF model is better than the prediction of ANN model.
In addition to the low error of the testing data, VLE predictive model also need to be proved to suitable for the specific mixture. We used the trained models to predict the VLE data for the specific mixtures by using the 1st group of data. The T-xy phase diagram prediction of four specific mixtures in the testing sets is shown in Fig. 8. The four mixtures shown in Fig. 8 included n-butyl acetate + acetic acid, n-butanol + benzene, water + n-propanol, n-propanol + benzene. The front two mixtures are ideal systems, and the last two mixtures are azeotropic systems.
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Fig. 7. Parity plot of the experimental versus (a) ANN predicted bubble point temperature, (b) ANN predicted mole fractions in vapor phase, (c) RF predicted bubble point temperature, (d) RF predicted mole fractions in vapor phase with the result of training by 19 descriptors.

For the two mixtures in Fig. 8(a) and 8(b), the mixture of n-butyl acetate + acetic acid has particularly lower relative volatility than the mixture of n-butanol + benzene. For both mixtures, the predicted value of RF model is all very closed to the experimental results, comparing to the prediction results of the neural network which are much worse. Water + n-propanol and n-propanol + benzene are two classical azeotropic systems. It could be seen from the Fig. 8(c) and 8(d) that although there is clear deviation between the experiment results and the prediction results, the thermodynamics characteristics of the two systems is predicted well by RF model, especially the azeotropic mole fraction in liquid phase or vapor phase and relative volatility. The prediction of the other 8 examples is shown in Fig. S7 (SI), whose characteristics are also consistent with the features discussed in Fig. 8. Based on the discussion above, we propose that the established dataset based on understanding the VLE behavior can enhance the accuracy of ML models developed and predict the basic thermodynamics characteristics of the binary mixture at atmospheric pressure, whether the mixture is an ideal or azeotropic system.
Both the results of mean error of all points statistics and the examination of specific mixtures revealed that the RF show superior performance than ANN. This characteristic is not consistent with the generally accepted conclusion in the past studies, in which the performance of the ANN is usually better than RF43. One possible reason is the difference of the basic principle of the two models lead to the different performances of prediction. The ANN in this work is the traditional fully connected neural network. The ANN will try to keep the error of all points within an average range as much as possible. Compared with ANN, RF trains the model by randomly selecting data and comparing the strengths and weaknesses of each decision tree to determine the final output, making it more convenient to predict the VLE behavior for a specific mixture. Anyway, this difference in the performances of models illustrates that the direct prediction of VLE data has its own peculiarity compared with the other studies.
[image: ]
Fig. 8. Experimental and predicted values of T-xy diagram composed by bubble point temperature vs liquid mole fraction x1 and dew point temperature vs vapor mole fraction y1 for the system (a) n-butyl acetate + acetic acid, (b) n-butanol + benzene, (c) water + n-propanol, (d) n-propanol + benzene.

5. CONCLUSION
In this work, the machine learning based strategy has been utilized to develop models for the prediction of VLE behavior for a pre-analysis in a VLE study. Two widely used ML models, ANN and RF are employed in the development of the prediction. 4562 VLE points of 210 mixtures under atmospheric pressure in the temperature range of 293.78K to 470.5K are collected along with their macroscopic nature and microscopic properties to establish a dataset. The key descriptors analysis by multiple linear regression and Ridge regression shows that the boiling points and the interaction between components of binary mixture has most important contribution to the VLE prediction. With the training set consists of 168 randomly selected mixtures from the dataset and the test set consists of the rest mixtures, the best-trained model developed in this work can give an accurate thermodynamic characteristics prediction especially for the relative volatility and the azeotropic mole fraction. The prediction results also showed that the accuracy of the prediction is highly correlated to the similarity in properties or categories between the training systems and the target systems. 
As an increasingly important approach, the model of machine learning is increasingly used instead of the traditional models. The application of machine learning methods in the field of rectification is just at its beginning. We hope to provide the guidance and reference through our work in this relevant field.
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