
Metabolic rate, context-dependent selection, and the colonisation-competition trade-off 1 

Short running title: Competition and selection on metabolic rate  2 

Type of article: Letters 3 

Author affiliation: Amanda K. Pettersen1,2*, Matthew D. Hall1, Craig R. White1, Dustin J. 4 

Marshall1 5 

1 School of Biological Sciences/Centre for Geometric Biology, Monash University, 6 

Melbourne, Australia 7 

2 Department of Biology, Lund University, Lund, Sweden 8 

*Corresponding author: Department of Biology, Lund University, Sölvegatan 37, 22362, 9 

Lund, Sweden. Phone: +46 72-190 55 48. Email: amanda.pettersen@biol.lu.se 10 

Keywords: intra-specific competition, inter-specific competition, metabolism, fitness, pace-11 

of-life, viability, fertility, fecundity, growth, longevity, reproduction, larval size 12 

Statement of authorship: DJM and CRW conceived of the study, all authors developed the 13 

study design. AKP collected the data, AKP, DJM and MDH analysed the data, and AKP 14 

wrote the first draft of the manuscript. All authors contributed substantially to revisions. 15 

Data accessibility statement: Should the manuscript be accepted, the data supporting the 16 

results will be archived in a public depository. 17 

Number of words: abstract: 147, main text: 4993, number of references: 80 18 

Number of figures: 4, tables: 2  19 



Abstract 20 

Metabolism sets the pace-of-life, co-varying with survival, growth and reproduction. 21 

Metabolic rates should therefore be under strong selection and, if heritable, become less 22 

variable over time. Yet intraspecific variation in metabolic rates is ubiquitous, even after 23 

accounting for body mass and temperature. Theory predicts variable selection maintains trait 24 

variation but field estimates of how selection on metabolism varies are rare. We use a model 25 

marine invertebrate to estimate selection on metabolic rates in the wild under different 26 

competitive environments. Fitness landscapes varied among environments separated by a few 27 

centimetres: interspecific competition selected for higher metabolism, and a faster pace-of-28 

life, relative to competition-free environments. Populations experience a mosaic of 29 

competitive regimes; we find metabolism mediates a competition-colonisation trade-off 30 

across these regimes. Spatial heterogeneity and the variable selection on metabolic rates that 31 

it generates is likely to maintain variation in metabolic rate, despite strong selection in any 32 

single environment.  33 



Introduction 34 

Metabolic rate reflects the pace at which organisms use, transform and expend energy to 35 

sustain life. Metabolism covaries with components of fitness such as survival, growth, 36 

longevity, and reproduction (Glazier 2005; Auer et al. 2018; Pettersen et al. 2018). Over the 37 

last century, metabolic theory has explored the origin and maintenance of metabolic scaling 38 

relationships from single-celled organisms to communities (Rubner 1908; Kleiber 1932; 39 

Hemmingsen 1960; Kooijman 2000; Gillooly et al. 2001; Brown et al. 2004; White et al. 40 

2008; Glazier 2010). Historically, studies of metabolism have emphasized mechanistic 41 

models of physical constraints to explain variation in metabolic rate, but recent evidence 42 

suggests that multivariate selection shapes much of the among-species variation in metabolic 43 

rate across macroevolutionary scales (White et al. 2019). The action of selection across 44 

broad, evolutionary timescales may explain macroevolutionary patterns in metabolic scaling, 45 

but the nature of selection on metabolism at shorter time scales is much more ambiguous. 46 

Within species, considerable variation in metabolism persists -  basal and standard metabolic 47 

rates vary up to three-fold within species, even after holding mass and temperature constant 48 

(Burton et al. 2011; Konarzewski & Ksiazek 2013; White & Kearney 2013). Theories 49 

focused on mechanism struggle to account for this variation; so we look to evolutionary 50 

theory to understand the context-dependent nature of selection acting on metabolic rates 51 

(Pettersen et al. 2018). 52 

A classic tenant of evolutionary theory is that selection depletes genetic and (or) 53 

phenotypic variation, such that heritable traits can become less genetically variable over time 54 

(Arnold et al. 2001; Merilä et al. 2001; Wilson et al. 2006). Metabolic rates are both heritable 55 

and subject to selection (Garland & Carter 1994; Pettersen et al. 2018; White et al. 2019), yet 56 

vary within populations and among individuals of the same species. Natural environments 57 

can fluctuate across spatial and temporal scales, and so too can selection (Bell 2010; 58 



Charmantier et al. 2014; Lange et al. 2016). Fluctuating selection can maintain trait variation 59 

(McDonald & Ayala 1974; Calsbeek et al. 2010; Bertram & Masel 2019), and may explain 60 

why we observe intraspecific variation in metabolic rates (Sasaki & Ellner 1997). A 61 

continually shifting environment, where different phenotypes are favoured under different 62 

conditions should maintain phenotypic variation. Accordingly, studies generally show that 63 

selection can vary substantially in space and over time, even over very small scales (metres 64 

and days (Grant & Grant 2002; Svensson & Sinervo 2004; Siepielski et al. 2009; Whitman & 65 

Agrawal 2009; Bell 2010; Burton et al. 2011)). Variation in selection regimes could maintain 66 

intraspecific genetic, and therefore phenotypic variation, in metabolic rate, yet formal 67 

estimates of selection on metabolism across natural field conditions are rare. 68 

Competition is a ubiquitous and powerful agent of selection in nature. Both intra- and 69 

inter-specific competition are important eco-evolutionary processes, affecting individual 70 

access to resources that can ultimately drive evolutionary change (Fussmann et al. 2007). 71 

Variation in the form and intensity of competition can arise due to differences in densities of 72 

individuals or the relative abundance of shared resources, creating competition-dependent 73 

selection regimes across time and space. Even within a single population, individuals can 74 

experience very different levels of intra- and interspecific competition, with profound 75 

consequences for fitness (Wissinger 1989; Stratton 1995; Einum et al. 2008; O’Neal & 76 

Juliano 2013). Hence, the presence, strength, and form of competition is likely to vary across 77 

environments, to produce spatially-explicit selection regimes. 78 

Competition is particularly likely to alter selection on metabolic rates. Competition 79 

alters the supply of, and access to, resources to influence metabolic rates and the pace of the 80 

life history in unexpected ways (Marshall 2005; DeLong et al. 2014; Bassar et al. 2016; 81 

Ghedini et al. 2018). High population densities generally reduce per capita resources, hence 82 

higher metabolic rates may be more competitive if they are better able to acquire and 83 



assimilate resources so that they may reach a size refuge or outcompete conspecifics (Mueller 84 

& Diamond 2001; Burton et al. 2011; Nilsson & Nilsson 2016; Auer et al. 2018). 85 

Alternatively, lower metabolic phenotypes with relatively low resource requirements may be 86 

beneficial for preserving energy reserves and resisting starvation (Ghedini et al. 2017). The 87 

competition environment should thus interact with metabolic rates, and perhaps alter the costs 88 

and benefits of a particular metabolic phenotype (Swanson et al. 2017). It seems plausible, 89 

therefore, that variation in competitive environments may mediate selection on metabolic 90 

rates and maintain intraspecific variation more generally. 91 

Here we measure how competition alters selection on metabolic rates in the field in 92 

the marine bryozoan Bugula neritina. Bugula neritina produces free-swimming offspring that 93 

typically disperse centimetres to hundreds of metres, and can experience a range of 94 

competition environments, from newly-disturbed free space to densely packed communities 95 

(Marshall & Keough 2009). We leverage the tractability of this system to experimentally 96 

manipulate the competitive environment of individuals of known metabolic phenotypes and 97 

monitor their survival, fertility, and reproduction in the field. We then formally estimate a 98 

series of parameters related to selection: i) the opportunity for selection (I) across competition 99 

levels; ii) linear (b) and nonlinear (g) selection gradients; and iii) the intensity of selection 100 

(V). Finally, we iv) measure the covariance between metabolic rates and key life-history traits 101 

– growth rate, longevity, and age at onset of reproduction. Combined, measures of form, 102 

opportunity, and intensity of selection allow us to quantify selection across environments that 103 

are needed to reveal the complex interplay of phenotype, fitness, and the pace-of-life driving 104 

natural variation in metabolic rates (Brodie et al. 1995). We find that metabolic rates mediate 105 

a trade-off between colonisation and competition – high-metabolism individuals were better 106 

able to withstand intense competition but low-metabolism individuals lived for longer and are 107 

likely to have higher fitness under competition-free conditions.   108 



Materials and Methods 109 

Study species and field deployment 110 

Bugula neritina (named by genus hereafter) is a filter-feeding, arborescent bryozoan that 111 

inhabits a range of shallow subtidal surfaces, including boat hulls and pier pylons (Chang & 112 

Marshall 2016). Bugula colonies brood fertilised eggs in visible reproductive structures 113 

(ovicells) for approximately one week (Woollacott & Zimmer 1975). Light at dawn induces 114 

spawning of free-swimming, lecithotrophic larvae that spend a short time in the plankton, 115 

typically settling within minutes to hours (Marshall & Keough 2003). Settlers then undergo 116 

metamorphosis over approximately three days to develop, and form the ancestral zooid 117 

(Burgess & Marshall 2011). The ancestrula then begins feeding and grows into a colony via 118 

asexual budding of zooids, and reaches sexual maturity approximately 3-8 weeks post-119 

settlement.  120 

All field collections and monitoring were conducted at Royal Brighton Yacht Club, 121 

Victoria, Australia (-37.909, 144.986) during March to September 2015. Sexually mature 122 

colonies were transported back to the laboratory and induced to spawn following standard 123 

procedures (Pettersen et al. 2016). After measuring the traits of interest (see below), each 124 

individual settler, attached to a small piece of acetate, was glued onto a labelled PVC plate 125 

(55 x 55 x 3mm; our unit of replication) assigned to one of three treatments: no competition 126 

(“nocomp”), intraspecific competition (“intra”) and interspecific competition (“inter”; Figure 127 

S1).  128 

Individuals in nocomp were glued onto a blank plate, and biofouling kept clear 129 

throughout the duration of the study. The intra treatment represents an environment of 130 

intense intraspecific competition– commonly experienced by Bugula in the field (Allen et al. 131 

2008). The focal individual was glued onto a plate among eight individual Bugula settlers of 132 



the same age. Throughout monitoring, plates were cleared of any exogenous settlers of any 133 

species. The inter environment mimicked settlement into a pre-established, subtidal 134 

community. To obtain these communities, we left the plates in the field for 12 weeks prior to 135 

starting our experiment to allow natural fouling onto these plates. Upon return to the 136 

laboratory, a small area (15 x 15mm) in one corner of the plate was cleared of any organisms, 137 

mimicking a physical disturbance, and the focal individual glued into this section. Once all 138 

individuals were introduced into their treatments, plates were maintained overnight in tanks 139 

with unfiltered seawater before being deployed the next morning onto backing panels in the 140 

subtidal as per Pettersen et al. (2016). Overall, our experiment included 360 individuals of 141 

known phenotype (120 per competition treatment) that we deployed across 10 backing panels 142 

in the field. 143 

Trait and fitness measurements 144 

a. Traits of interest: larval mass and metabolic rates 145 

We measured selection on three traits: larval mass, and metabolic rate at two stages during 146 

early ontogeny: two hours post-settlement and 24 hours post-settlement (hereafter referred to 147 

as metabolic rate early; MRE and metabolic rate late; MRL). MRE and MRL occur during 148 

crucial stages during the life history and have previously been shown to be under differing 149 

selection in this species (Pettersen et al. 2016). Larval mass is a key life-history trait and a 150 

well-known predictor of performance, however the offspring size-performance relationship is 151 

often context-dependent (Marshall et al. 2018). We measured the diameter of newly spawned 152 

larvae and calculated larval mass using previously developed protocols (Pettersen et al. 153 

2015). Metabolic rate was measured for individuals using the common proxy, rate of oxygen 154 

consumption or V̇O2, developed from previous methods (Pettersen et al. 2015) and the 155 

package “LoLinR” to objectively and reproducibly estimate monotonic V̇O2 from our 156 



readings (Olito et al. 2017). All analyses were conducted in R version 3.6.1 (R Development 157 

Core Team 2016). 158 

b. Fitness measures: viability, fertility, and fecundity 159 

We used survival to reproduction (viability), ability to reproduce (fertility), and cumulative 160 

reproductive output during the first five months of the life history (fecundity) as our measures 161 

of fitness. Survival, and the presence of reproductive structures (ovicells) indicating ability to 162 

reproduce, were recorded once per week – individuals were considered to be alive if they 163 

were still attached to their settlement plate and >10% of the colony contained feeding zooids. 164 

Viability and fertility were treated as a binary fitness measures - individuals that survived to 165 

the average reproductive age (viability), and those that reproduced (fertility) were assigned 166 

“1”, while individuals that died before reproductive age or the onset of reproduction were 167 

assigned “0”, respectively. Reproductive output (fecundity) was measured as the cumulative 168 

number of ovicells throughout the duration of the study, which were counted using a 169 

dissecting microscope (x10) once per week, from the onset of reproduction at approximately 170 

six weeks post-outplant. In a previous study of this population, Bugula survived up to nine 171 

months, and reproductive output during the first five months of the life history reliably 172 

predicted lifetime reproductive output (cumulative reproductive output 120 days post-173 

outplant explained 94 % of variance in lifetime reproductive output for this same population; 174 

Pettersen et al. 2016). In addition, we measured several life-history traits related to fitness 175 

over the duration of the study: growth (number of colony bifurcations per week; Keough and 176 

Chernoff (1987), longevity (number of days >10% colony remained alive), and age at onset 177 

of reproduction (days) up until five months post-outplant. 178 

Estimates of selection on larval mass and metabolic rates 179 



We can estimate parameters derived in evolutionary theory in order to quantify competition-180 

dependent selection on metabolic rates and provide a relative scope for evolutionary change 181 

among environments. First, the opportunity for selection (I), describes the amount of 182 

variation in relative fitness, and determines the maximum potential strength of selection that 183 

could occur in a given environment (Schluter 1988). Second, the form of selection acting on 184 

any trait, or combination of traits, and whether it changes across environments, can be 185 

quantified using formal selection analysis (Lande and Arnold 1983). Finally, the intensity of 186 

selection (V)  provides a measure of the overall strength of selection acting on all 187 

combinations of traits in each environment irrespective of the particular form (Schluter 188 

1988). 189 

a. Estimating and testing for differences in the opportunity for selection 190 

For each competition environment, we calculated the opportunity for selection (I) across 191 

environments, 𝐼 = 𝜎$%/𝑊( , where w is relative fitness and 𝑊( is the population mean absolute 192 

fitness (Jones 2009). We could not assess opportunity for selection in binary (viability and 193 

fertility) data, hence only fecundity fitness data was tested. Due to over-dispersion in our 194 

reproductive output count data, we calculated nonparametric bootstrap values using BCa 195 

intervals within the R package “boot” (Davison & Hinkley 1997; Moorad & Wade 2013; 196 

Canty & Ripley 2019).  197 

b. Characterising selection within and among competition environments 198 

We used a classic multiple regression approach to formally estimate the form of selection on 199 

our three traits of interest (larval mass, metabolic rate early; MRE, and metabolic rate late; 200 

MRL), for our fitness measures (Lande & Arnold 1983). Using a multiple regression 201 

framework allows for standardised, and comparable estimates of linear (β) and nonlinear (γ) 202 

selection gradients. To investigate selection further, we split our data into three separate 203 



analyses: viability selection (survival to reproduction), fertility selection (ability to 204 

reproduce), and fecundity selection (cumulative reproductive output). For viability and 205 

fertility selection, individuals that survived/did not survive to reproduce (viability selection), 206 

and reproduced/did not reproduce (reproductive selection) were assigned “1” and “0” 207 

respectively, and models were fit using logistic regression in a generalised linear model 208 

(Janzen & Stern 1998). Viability and fertility selection coefficients were transformed into 209 

linear estimates as per Janzen and Stern (1998). Our reproductive output count data for 210 

fecundity selection was over-dispersed and best fit with generalised linear models using a 211 

negative binomial distribution (Dobson et al. 2008). Since only 14 out of 120 individuals in 212 

the interspecific competition environment reproduced, we did not have sufficient power to 213 

calculate nonlinear coefficients of fecundity selection, hence only linear estimates were 214 

calculated in this environment. We first converted our predictor variables of larval mass, 215 

MRE and MRL into units of standard deviation (mean of 0 and standard deviation of 1), and 216 

mean-centred survival and reproductive output by dividing each absolute measure by the 217 

mean absolute fitness (Lande & Arnold 1983). Both predictor and response variables were 218 

also standardised by ‘experimental panel’ – while we found no significant interactions 219 

between experimental panel and environment, or with each of our predictor variables, we 220 

wanted to account for spatial variation among panels.  221 

Using a series of nested models, we tested whether there were differences in linear selection, 222 

non-linear selection, or both, between competition environments via a sequential model 223 

fitting approach (Draper and John 1988; Chenoweth and Blows 2005). Linear selection on 224 

fertility (c2 = 70.064, df = 6, p < 0.0001) and linear (c2 = 188.504, df = 6, p < 0.0001) and 225 

nonlinear (c2 = 27.820, df = 12, p <0.01) fecundity selection (nocomp and intra comparison 226 

only) differed among environments. For viability selection, all forms of selection (except for 227 

correlational viability selection) showed significant interactions with environment (see 228 



Results). When selection x environment interactions were significant, fitness data were 229 

standardised within environment, and selection coefficients estimated for each competition 230 

treatment separately. Quadratic regression coefficients and their standard errors were doubled 231 

before being reported as selection gradients (Stinchcombe et al. 2008). 232 

c. Estimating the intensity of selection 233 

Selection intensity (V) is a measure of the overall strength of selection as estimated by the 234 

variation in predicted fitness values, and is a function of both selection on, and the 235 

distribution of, phenotypes in the population (Schluter 1988). In our study, calculating V 236 

allows for direct comparison of differences in overall selection on metabolic rate and larval 237 

mass between levels of competition, irrespective of what the form of selection is in each 238 

environment. We calculated the expected fitness (survival to reproduction and reproductive 239 

output) for each individual using the full regression model, incorporating linear, quadratic 240 

and correlational regression coefficients within each environment for viability and fecundity 241 

selection separately (Schluter 1988). Vviability and Vfecundity were then calculated as the squared 242 

coefficient of variance in the expected fitness values (V = CV[expected fitness]2). We 243 

produced nonparametric bootstrap values for our estimates as described previously (Davison 244 

& Hinkley 1997; Moorad & Wade 2013; R Development Core Team 2016). 245 

Competition-dependent covariance between life-history and metabolic traits  246 

Metabolic rates are linked with key life-history traits that together mediate the pace-of-life 247 

(Careau et al. 2010; Pettersen et al. 2016; Auer et al. 2018; Niemelä & Dingemanse 2018; 248 

Mathot et al. 2019). In order to understand how selection on metabolic rates might be 249 

mediated through their effects on the pace-of-life, we measured three key life-history traits in 250 

individuals of known metabolic phenotype over five months post-outplant. 251 



a. Growth 252 

The relationship between larval mass, MRE and MRL on the growth of colonies (number of 253 

bifurcations) was estimated using linear-mixed effects regressions in a repeated measures 254 

framework, to determine individual growth rate in the field over time (“lme4” package, Bates 255 

et al. (2015)). Again, we detected significant three-way interactions with environment (c2 = 256 

15.916, df = 18, p <0.001), hence each competition level was analysed separately. We used a 257 

repeated measures ANCOVA to test for significance of the random effect of experimental 258 

panel and its interactions with fixed factors of larval mass, MRE and MRL across the repeated 259 

measure of week. We found a significant main effect of experimental panel for nocomp and 260 

inter, which was retained in the final model, but no support for fitting a random-slopes model 261 

(no significant interactions between fixed factors and experimental panel were found).  262 

b. Longevity 263 

Longevity showed an overall bivariate response: while mortality rates were high early in the 264 

life history, individuals that survived the first four months post-outplant were often alive by 265 

the end of the sampling period. Hence, lifespan data was fit with a logistic regression: 266 

individuals that survived less than or more than 140 days were assigned “0” and “1”, 267 

respectively. The main effects of environment, larval mass, MRE and MRL on longevity were 268 

tested using a generalised, linear-mixed effects model (“lme4”; Bates et al. (2015)). Since 269 

environment and its interactions were non-significant, we pooled data across all 270 

environments. All interactions with experimental panel were non-significant and were 271 

removed from the final model. 272 

c. Age at onset of reproduction 273 



Age at onset of reproduction was also fit with using logistic regression as per Pettersen et al. 274 

(2016). Individuals that developed ovicells < 60 days post-outplant were considered to have 275 

an early onset of reproduction and were assigned “1”, while individuals noted to develop 276 

ovicells after this time (>60) were denoted “0”. We used generalised, linear-mixed effects 277 

logistic regression as described previously. We found no significant effect of environment, or 278 

its interactions, thus data was pooled across environments. We also found no main effect of 279 

experimental panel or any of its interactions, so it was removed from the final model.  280 



Results 281 

1. Variation in reproductive output and the opportunity for selection 282 

Competition imposed increasingly negative fitness consequences along a stress gradient, 283 

from benign conditions under nocomp to highly stressful conditions under inter. Average 284 

cumulative reproductive output for all individuals (irrespective of phenotype) was highest 285 

under no competition; nocomp (mean novicells ± SE: 361 ± 44), intermediate under 286 

intraspecific competition; intra (mean novicells ± SE: 136 ± 28), and lowest under interspecific 287 

competition; inter (mean novicells ±SE: 26 ± 10). The opportunity for selection (I), also 288 

increased with competition stress (I(nocomp) = 0.645, 95% CI = 0.576 – 0.720; I(intra) = 289 

0.840, 95% CI = 0.766 – 0.914; I(inter) = 0.949, 95% CI = 0.909 – 0.976) and was 1.5 times 290 

smaller in the absence of competition relative to interspecific competition. 291 

2. Estimates of competition-dependent selection gradients 292 

a. Viability selection 293 

Our selection analysis revealed significant differences in linear (c2 = 20.575, df = 6, p = 294 

0.002) and nonlinear (c2 = 44.075, df = 12, p < 0.0001) viability selection among 295 

environments. Directional selection was strongest under nocomp, with fitness highest for 296 

smaller individuals with high MRL (Table 1). Under competition, linear gradients were much 297 

weaker and non-significant, although with a reversal in sign for the intra environment. We 298 

did, however, find evidence for significant correlational selection in all environments. Across 299 

all environments, we found negative correlational selection on MRE and MRL– individuals 300 

with either high MRE-low MRL or vice versa were more likely to survive to reproduce (all 301 

environments show the same correlational selection coefficients since we found no 302 

significant differences in correlational viability selection – see Methods). We also found 303 

significant concave selection, but only in the intra environment (Figure 1). 304 



b. Fertility selection 305 

Competition affected the probability of reproducing over the first five months of the life 306 

history – individuals under nocomp and intra were more likely to reproduce than individuals 307 

under inter (c2 = 72.389, df = 2, p < 0.0001). We found significant differences in linear (c2 = 308 

70.064, df = 8, p < 0.0001) but not nonlinear (c2 = 12.415, df = 12, p = 0.413) fertility 309 

selection across environments. Under nocomp, linear fertility selection tended to favour 310 

individuals with low metabolic rates (although not significantly), while under intra and inter, 311 

selection favoured higher MRE and MRL respectively (bMRE ± SE = 0.144 ± 0.062; bMRL ± SE 312 

= 0.120 ± 0.046). Across nocomp and intra, we found evidence for negative quadratic 313 

selection on larval mass only (gMass,Mass ± SE = 0.212 ± 0.058). All linear and nonlinear fertility 314 

selection coefficients are provided in Table S1.  315 

c. Fecundity selection 316 

We found both linear (all environments; c2 = 188.504, df = 6, p <0.0001) and nonlinear 317 

(nocomp and intra only; c2 = 27.820, df = 12, p <0.01) fecundity selection varied with 318 

environment. Under nocomp, intermediate MRE showed highest reproductive output (Table 319 

2). Under intra, we found evidence for directional selection for high MRE, and negative 320 

quadratic selection on larval mass, MRE and MRL, where individuals with high MRE and 321 

intermediate MRL were favoured. We found negative correlational selection under intra – 322 

individuals with either high MRE/low MRL or vice versa showed highest fecundity. Due to 323 

directional selection for high metabolic phenotypes under inter, reproductive output was 324 

greatest for individuals with both high MRE and MRL and lowest for individuals with low 325 

metabolic rates (Figure 2). 326 

3. Estimating the intensity of selection 327 



The intensity of viability selection (Vviability) was significantly higher in the absence of 328 

competition - Vviability was over eight orders of magnitude higher under nocomp (Vviability = 329 

0.261, CI = 0.125 – 0.360) than under either intra: Vviability = 0.037, CI = 0.017 – 0.090) and 330 

inter (Vviability = 0.031, CI = 0.012 – 0.078). For individuals that survived to reproductive age, 331 

we did not detect any significant differences in the intensity of either fertility selection 332 

(Vfertility) or intensity of fecundity selection (Vfecundity) across environments. 333 

4. Competition-dependent covariance between larval mass, metabolic rates and life-334 

history traits 335 

Growth 336 

MRE and MRL had significant, but context-dependent effects on growth. Colonies 337 

consistently increased in size throughout the first 20 weeks post-outplant, but growth was 338 

highest under nocomp and lowest under inter. Overall, higher metabolic rates were associated 339 

with faster growth in both competition environments – and this was most evident under inter 340 

(Figure 3). Interestingly in nocomp, growth was slowest for individuals with both high MRE 341 

and low MRL, despite a strong positive interaction between the two metabolic rates (Table 342 

S2; Figure 3). 343 

Longevity 344 

We found significant main effects of environment, MRE and MRL on longevity – overall, 345 

colonies under inter were shorter lived than those in the intra or nocomp environments (mean 346 

± SE; nocomp: 132 ± 2.89 days, intra: 129 ± 3.11 days, inter: 101 ± 4.69 days). Across all 347 

environments however, individuals with lower MRE and lower MRL lived longer (Figure 4). 348 

This relationship was consistent among experimental panels and no significant interactions 349 

among fixed or random effects were found (Table S3). 350 



Age at onset of reproduction 351 

The onset of reproduction occurred between 28 – 126 days after being deployed into the field 352 

(mean ± SE = 65.29 ± 1.73 days). Individuals with higher MRL began reproducing sooner - 353 

we found a significant positive relationship between MRL and the probability of early onset 354 

of reproduction, and this was consistent across all environments (Table S4).  355 



Discussion 356 

Competition changed the strength and form of selection on metabolic rates in the field. 357 

Survival, fertility, and fecundity were lowest under interspecific competition and highest in 358 

the absence of competition. Fertility and fecundity (but not viability) selection on metabolic 359 

rates changed along a stress gradient – when competition was absent, weak quadratic 360 

selection favoured intermediate phenotypes, whereas strong directional and quadratic 361 

selection favoured higher metabolic rates under competition. The natural environment for 362 

Bugula neritina is a mosaic of competitor-free, intra- and inter-specific competition, with 363 

individuals from the same brood potentially experiencing very different environments (Chang 364 

& Marshall 2016). Our competition treatments reflect the scale of this variability – individual 365 

settlers were separated by only a few centimetres, yet experienced distinct selection regimes. 366 

We find evidence that metabolism mediates a trade-off between competition and colonisation 367 

via the pace-of-life – high metabolism individuals withstood competition, but low 368 

metabolism individuals are likely to live longer in newly colonised, competitor-free 369 

environments. Though selection on metabolic rates was strong, its context-dependent nature 370 

will likely hamper its capacity to purge variance in metabolism.  371 

Competition tended to favour higher metabolic rates, perhaps because they also 372 

covaried with faster life histories. Under interspecific competition, individuals with higher 373 

metabolic rates were more likely to survive, more likely to reproduce, and were more fecund 374 

upon the onset of reproduction. Under interspecific competition, higher metabolism covaried 375 

with a faster pace-of-life (i.e. faster growth, shorter lifespan (MRE) and earlier onset of 376 

reproduction (MRL)). Higher metabolic rates are often associated with a faster pace-of-life in 377 

stressful environments. For example, individuals with higher metabolic rates grow faster and 378 

display more aggression – exerting dominance to secure access to food, mates and territory 379 

(Reid et al. 2011; Le Galliard et al. 2013; Auer et al. 2018). In Bugula, higher metabolic rates 380 



may increase feeding rates and energy acquisition, allowing individuals to emerge from the 381 

canopy of other competing individuals or species sooner, to reach resources such as food and 382 

oxygen. Yet, higher metabolic rates also come with the cost of a shorter lifespan, as shown in 383 

our study, and in others (Bochdansky et al. 2005), possibly due to oxidative stress (Dowling 384 

& Simmons 2009). Given the intensity of selection under competition, where life 385 

expectancies are lower, the selective advantage of faster growth rates and earlier reproduction 386 

is likely to compensate for the reduced longevity associated with higher metabolic rates.  387 

Given that we observe strong directional selection for higher metabolic rates in most 388 

environments, why are lower metabolic rates not purged from the population? We find 389 

cryptic benefits of low metabolic phenotypes (particularly for MRE) in the absence of 390 

competition – for example, low metabolism individuals had a higher probability of living for 391 

longer than high metabolism individuals. Because we ended our experiments before low-392 

metabolism individuals in competition-free environments had perished, we underestimated 393 

their fitness – these individuals would have continued to reproduce long after high 394 

metabolism individuals had died. As such, low metabolism individuals likely have a fitness 395 

advantage over high metabolism individuals when competition is absent. Metabolism 396 

therefore appears to mediate a competition-colonisation trade-off via pace-of-life effects in 397 

our system. High metabolism individuals grow more and reproduce sooner before dying 398 

earlier - a phenotype that confers higher fitness when competition is intense. Meanwhile, low 399 

metabolism individuals grow slowly, but live for longer, suffering reduced fitness when 400 

competition is strong, but gaining higher fitness when they colonise competition-free 401 

environments. Such trade-offs are known to maintain variation (Kisdi & Geritz 2003). 402 

Importantly, this is not the only mechanism by which variation in metabolic rate will be 403 

maintained – we also found ubiquitous negative correlational selection on different metabolic 404 

rates, particularly in high competition environments. Negative correlational selection will act 405 



to increase negative covariance between metabolic traits, hampering the capacity of strong 406 

positive directional selection to increase trait values of both simultaneously. 407 

In our system, competition-free habitat is rare and ephemeral in nature – hence, 408 

competitive environments should impose strong selection on metabolic rates. However, 409 

fitness payoffs for individuals with lower metabolic rates colonising rare, competition-free 410 

environments are considerable (they have much higher fecundities). While rare, massive 411 

reproductive payoffs in competition-free habitats might therefore be sufficient to maintain 412 

low metabolic rate phenotypes, particularly since selection was most intense in competition-413 

free environments. Thus selection may be unable to purge low metabolic rates if these 414 

individuals are occasionally able to invade free space (Courbaud et al. 2012). Ultimately, 415 

countervailing selection pressures acting on survival and reproduction, and the considerable 416 

fitness benefits of lower metabolic rates under competition-free environments, however rare, 417 

may contribute to maintaining variance in metabolic rates (Wadgymar et al. 2017).  418 

We found negative correlational viability selection opposed a positive, albeit weak, 419 

phenotypic correlation between MRE and MRL. If phenotypic correlations are representative 420 

of underlying positive genetic correlations between MRE and MRL, then genetic constraints 421 

may limit the efficacy of this negative correlational selection (Blows 2007; Pettersen et al. 422 

2016). Our findings highlight the importance of measuring multiple metabolic rates – 423 

estimates of selection on either MRE or MRL in isolation fail to account for any underlying 424 

covariance between correlated characters that may override the effects of univariate selection 425 

(Hansen et al. 2019). We show that metabolic rate is not a single trait, but varies across 426 

ontogeny and importantly, selection ‘perceives’ and distinguishes between these traits. Thus, 427 

measures of multivariate selection are necessary to reveal the full picture of selection acting 428 

on metabolic rates.  429 



How does competition alter the process and outcome of selection? Competition 430 

decreased mean individual fitness, yet increased variation in fecundity. Competition also 431 

reduced total viability and fecundity selection intensity. Although competition environments 432 

offered greater potential for selection, overall selection on the suite of traits measured (larval 433 

mass, MRE, MRL), and hence variation in predicted fitness, was reduced under competition. 434 

Accordingly, while the opportunity for selection increased, the intensity of selection 435 

decreased under competition. Others have argued that higher stress does not always translate 436 

into increased strength of selection (Agrawal & Whitlock 2010), our results support this 437 

sentiment.  438 

Competition dramatically altered selection on metabolic phenotypes. Many factors act 439 

to hamper the purging of any one metabolic phenotype in our system. Because metabolism 440 

determines the pace-of-life, it mediates a competition-colonisation trade off - this trade-off in 441 

turn generates extremely variable selection within the population. Meanwhile, even within a 442 

single environment, ubiquitous negative correlational selection hampers the capacity of 443 

strong directional selection to increase trait values.  In light of these findings, intra-population 444 

variation in metabolic rate, rather than representing a challenge to theory, seems almost 445 

inevitable.  446 



Tables 447 

Table 1. Viability selection coefficients (± standard error; SE) for Larval mass (µg), 448 

Metabolic rate early (MRE; mJh-1), and Metabolic rate late (MRL; mJ h-1) with survival to 449 

reproduction for Bugula neritina colonies across three competition treatments. (b and g 450 

represent linear and nonlinear selection gradients, respectively. Values in bold represent 451 

significant results (p < 0.05). Shaded boxes show consistent selection gradients among 452 

environments. 453 

No competition b 
g 

Larval mass MRE MRL 
Larval mass -0.295 (0.132) -0.038 (0.248) 0.036 (0.073) 0.050 (0.073) 
MRE 0.137 (0.111)   0.152 (0.290) -0.080 (0.034) 
MRL 0.247 (0.126)    0.038 (0.326) 

Intraspecific competition b 
g 

Larval mass MRE MRL 
Larval mass -0.113 (0.119) 0.858 (0.606) 0.036 (0.073) 0.050 (0.073) 
MRE -0.149 (0.126)  0.024 (0.218) -0.080 (0.034) 
MRL -0.012 (0.125)   -0.288 (0.160) 

Interspecific competition b 
g 

Larval mass MRE MRL 
Larval mass 0.054 (0.091) 0.198 (0.174) 0.036 (0.073) 0.050 (0.073) 
MRE 0.102 (0.092)  -0.004 (0.176) -0.080 (0.034) 
MRL 0.013 (0.081)   0.132 (0.136) 

  454 

  455 



Table 2. Fecundity selection coefficients (± standard error; SE) for Larval mass (µg), 456 

Metabolic rate early (MRE; mJh-1), and Metabolic rate late (MRL; mJ h-1) with reproductive 457 

output for Bugula neritina colonies across three competition treatments. (b and g represent 458 

linear and nonlinear selection gradients, respectively. Values in bold represent significant 459 

results (p < 0.05). Note fecundity data was too sparse to estimate g  for interspecific 460 

competition. 461 

No competition b 
g 

Larval mass MRE MRL 
Larval mass -0.153 (0.198) -0.170 (0.340) -0.213 (0.207) -0.170 (0.214) 
MRE -0.001 (0.164)  -0.404 (0.236) 0.098 (0.172) 
MRL 0.187 (0.156)   -0.182 (0.254) 

Intraspecific competition b 
g 

Larval mass MRE MRL 
Larval mass -0.072 (0.223) -0.376 (0.272) -0.088 (0.235) 0.058 (0.293) 
MRE 0.450 (0.226)  -0.712 (0.352) -0.521 (0.217) 
MRL -0.017 (0.225)   -0.510 (0.312) 

Interspecific competition b 
g 

Larval mass MRE MRL 
Larval mass -0.566 (0.349)    
MRE 0.563 (0.349)    
MRL 0.209 (0.315)    
   462 



Figure captions 463 

Figure 1. Viability selection surfaces under three competition environments (no competition, 464 

intraspecific competition, interspecific competition) for fitness (survival to reproduction) 465 

against metabolic rate early (MRE; mJh-1) and metabolic rate late (MRL; mJh-1) of Bugula 466 

neritina settlers. In order to produce standardised estimates of selection, MRE and MRL were 467 

standardised within experimental panel and converted to units of standard deviation 468 

(represented by data points) and fitness was mean centred to provide relative fitness. Note 469 

that fitness is estimated based on partial regression coefficients for MRE and MRL linear and 470 

nonlinear selection gradients. 471 

 472 

Figure 2. Fecundity selection surfaces under three competition environments (no competition, 473 

intraspecific competition, interspecific competition) for fitness (total cumulative reproductive 474 

output over first five months post-outplant) against metabolic rate early (MRE; mJh-1) and 475 

metabolic rate late (MRL; mJh-1) of Bugula neritina settlers. In order to produce standardised 476 

estimates of selection, MRE and MRL were standardised within experimental panel and 477 

converted to units of standard deviation (represented by data points) and fitness was mean 478 

centred to provide relative fitness. Note that fitness is estimated based on partial regression 479 

coefficients for MRE and MRL linear and nonlinear selection gradients. Due to insufficient 480 

fecundity data, interspecific competition selection surface was fit using linear selection 481 

coefficients only.  482 



Figure 3. Linear mixed effects models for predicted growth rate (number of bifurcations over 483 

the first five months post-output) plotted against metabolic rate early (MRE; mJh-1) and 484 

metabolic rate late (MRL; mJh-1) in Bugula neritina settlers across three competition 485 

environments (blue = no competition, red = intraspecific competition, green = interspecific 486 

competition). For illustrative purposes, ‘week’ has been held constant at 5 weeks post-487 

outplant and MRE and MRL are standardised by ‘experimental panel’ as shown by data points 488 

(both terms were included in the final mixed effects model; Table S2). 489 

 490 

Figure 4: Logistic regression models for predicted longevity (probably of surviving >140 491 

days) plotted against metabolic rate early (MRE; mJh-1) and metabolic rate late (MRL; mJh-1) 492 

in Bugula neritina settlers across three competition environments (blue = no competition,, red 493 

= intraspecific competition, green = interspecific competition. Data points represent raw MRE 494 

and MRL data.  495 



Acknowledgements 496 

The authors wish to thank Royal Brighton Yacht Club for generous access to the field site, K. 497 

Svanfeldt and J. Ramsey for technical and statistical assistance, K. Monro for discussions on 498 

selection, and H. Cameron for comments on earlier versions of the manuscript. This work 499 

was funded by the Australian Research Council (DJM, MDH and CRW), an Australian 500 

Postgraduate Award and Monash University Postgraduate Publication Award (AKP).  501 



References 502 

Agrawal, A.F. & Whitlock, M.C. (2010). Environmental duress and epistasis: how does stress 503 
affect the strength of selection on new mutations? Trends in ecology & evolution, 25, 504 
450–458. 505 

Allen, R.M., Buckley, Y.M. & Marshall, D.J. (2008). Offspring size plasticity in response to 506 
intraspecific competition: an adaptive maternal effect across life-history stages. The 507 
American naturalist, 171, 225–37. 508 

Arnold, S.J., Pfrender, M.E. & Jones, A.G. (2001). The adaptive landscape as a conceptual 509 
bridge between micro- and macroevolution. Genetica, 112, 9–32. 510 

Auer, S.K., Dick, C.A., Metcalfe, N.B. & Reznick, D.N. (2018). Metabolic rate evolves 511 
rapidly and in parallel with the pace of life history. Nature Communications, 9, 14. 512 

Bassar, R.D., Childs, D.Z., Rees, M., Tuljapurkar, S., Reznick, D.N. & Coulson, T. (2016). 513 
The effects of asymmetric competition on the life history of Trinidadian guppies. 514 
Ecology letters, 19, 268–278. 515 

Bates, D., Machler, M., Bolker, B.M. & Walker, S.C. (2015). Fitting Linear Mixed-Effects 516 
Models Using lme4. Journal of Statistical Software, 67, 1–48. 517 

Bell, G. (2010). Fluctuating selection: the perpetual renewal of adaptation in variable 518 
environments. Philosophical Transactions of the Royal Society B: Biological 519 
Sciences, 365, 87–97. 520 

Bertram, J. & Masel, J. (2019). Different mechanisms drive the maintenance of 521 
polymorphism at loci subject to strong versus weak fluctuating selection. Evolution, 0. 522 

Blows, M.W. (2007). A tale of two matrices: multivariate approaches in evolutionary 523 
biology. Journal of Evolutionary Biology, 20, 1–8. 524 

Bochdansky, A.B., Gronkjaer, P., Herra, T.P. & Leggett, W.C. (2005). Experimental 525 
evidence for selection against fish larvae with high metabolic rates in a food limited 526 
environment. Marine Biology, 147, 1413–1417. 527 

Brodie, E.D., Moore, A.J. & Janzen, F.J. (1995). Visualizing and quantifying natural 528 
selection. Trends in Ecology & Evolution, 10, 313–318. 529 

Brown, J.H., Gillooly, J.F., Allen, A.P., Savage, V.M. & West, G.B. (2004). Toward a 530 
metabolic theory of ecology. Ecology, 85, 1771–1789. 531 

Burgess, S.C. & Marshall, D.J. (2011). Field estimates of planktonic larval duration in a 532 
marine invertebrate. Marine Ecology Progress Series, 440, 151–161. 533 

Burton, T., Killen, S.S., Armstrong, J.D. & Metcalfe, N.B. (2011). What causes intraspecific 534 
variation in resting metabolic rate and what are its ecological consequences? 535 
Proceedings of the Royal Society B-Biological Sciences, 278, 3465–3473. 536 

Calsbeek, R., Bonvini, L. & Cox, R.M. (2010). Geographic variation, frequency-dependent 537 
selection, and the maintenance of a female-limited polymorphism. Evolution, 64, 538 
116–125. 539 

Canty, A. & Ripley, B. (2019). boot: Bootstrap R (S-Plus) Functions. R package version 1.3-540 
23. 541 

Careau, V., Reale, D., Humphries, M.M. & Thomas, D.W. (2010). The pace of life under 542 
artificial selection: personality, energy expenditure, and longevity are correlated in 543 
domestic dogs. American Naturalist, 175, 753–758. 544 

Chang, C.-Y. & Marshall, D.J. (2016). Spatial pattern of distribution of marine invertebrates 545 
within a subtidal community: do communities vary more among patches or plots? 546 
Ecology and evolution, 6, 8330–8337. 547 

Charmantier, A., Garant, D. & Kruuk, L.E.B. (Eds.). (2014). Quantitative Genetics in the 548 
Wild. Oxford University Press, Oxford. 549 



Courbaud, B., Vieilledent, G. & Kunstler, G. (2012). Intra-specific variability and the 550 
competition–colonisation trade-off: coexistence, abundance and stability patterns. 551 
Theoretical Ecology, 5, 61–71. 552 

Davison, A.C. & Hinkley, D.V. (1997). Bootstrap Methods and their Application. Cambridge 553 
Series in Statistical and Probabilistic Mathematics. Cambridge University Press, 554 
Cambridge. 555 

DeLong, J.P., Hanley, T.C. & Vasseur, D.A. (2014). Competition and the density dependence 556 
of metabolic rates. J Anim Ecol, 83, 51–58. 557 

Dobson, A., Barnett, A., Carlin, B., Zidek, J., Faraway, J. & Tanner, M. (2008). An 558 
Introduction to Generalized Linear Models. Chapman and Hall, New York. 559 

Dowling, D.K. & Simmons, L.W. (2009). Reactive oxygen species as universal constraints in 560 
life-history evolution. Proc Biol Sci, 276, 1737–1745. 561 

Einum, S., Nislow, K.H., Mckelvey, S. & Armstrong, J.D. (2008). Nest distribution shaping 562 
within-stream variation in Atlantic salmon juvenile abundance and competition over 563 
small spatial scales. J Anim Ecol, 77, 167–172. 564 

Fussmann, G.F., Loreau, M. & Abrams, P.A. (2007). Eco-evolutionary dynamics of 565 
communities and ecosystems. Functional Ecology, 21, 465–477. 566 

Garland, T. & Carter, P.A. (1994). Evolutionary physiology. Annual Review of Physiology, 567 
56, 579–621. 568 

Ghedini, G., White, C.R. & Marshall, D.J. (2017). Does energy flux predict density-569 
dependence? An empirical field test. Ecology, 98, 3116–3126. 570 

Ghedini, G., White, C.R. & Marshall, D.J. (2018). Metabolic scaling across succession: Do 571 
individual rates predict community-level energy use? Functional Ecology, 32, 1447–572 
1456. 573 

Gillooly, J.F., Brown, J.H., West, G.B., Savage, V.M. & Charnov, E.L. (2001). Effects of 574 
size and temperature on metabolic rate. Science, 293, 2248–2251. 575 

Glazier, D.S. (2005). Beyond the “3/4-power law”: variation in the intra- and interspecific 576 
scaling of metabolic rate in animals. Biological Reviews, 80, 611–662. 577 

Glazier, D.S. (2010). A unifying explanation for diverse metabolic scaling in animals and 578 
plants. Biological Reviews, 85, 111–138. 579 

Grant, P.R. & Grant, B.R. (2002). Unpredictable evolution in a 30-year study of Darwin’s 580 
finches. Science, 296, 707–711. 581 

Hall, M.D., Bussière, L.F., Hunt, J. & Brooks, R. (2008). Experimental evidence that sexual 582 
conflict influences the opportunity, form and intensity of sexual selection. Evolution, 583 
62, 2305–2315. 584 

Hansen, T.F., Solvin, T.M. & Pavlicev, M. (2019). Predicting evolutionary potential: A 585 
numerical test of evolvability measures. Evolution, 0. 586 

Hemmingsen, A.M. (1960). Energy metabolism as related to body size and respiratory 587 
surfaces, and its evolution. Reports of the Steno Memorial Hospital and the Nordisk 588 
Insulinlaboratorium, 9, 1–110. 589 

Janzen, F.J. & Stern, H.S. (1998). Logistic regression for empirical studies of multivariate 590 
selection. Evolution, 52, 1564–1571. 591 

Jones, A.G. (2009). On the Opportunity for Sexual Selection, the Bateman Gradient and the 592 
Maximum Intensity of Sexual Selection. Evolution, 63, 1673–1684. 593 

Keough, M.J. & Chernoff, H. (1987). Dispersal and population variation in the bryozoan 594 
Bugula neritina. Ecology, 68, 199–210. 595 

Kisdi, É. & Geritz, S.A.H. (2003). On the Coexistence of Perennial Plants by the 596 
Competition‐Colonization Trade‐Off. The American Naturalist, 161, 350–354. 597 

Kleiber, M. (1932). Body size and metabolism. pp. 315–353. 598 



Konarzewski, M. & Ksiazek, A. (2013). Determinants of intra-specific variation in basal 599 
metabolic rate. Journal of Comparative Physiology B-Biochemical Systemic and 600 
Environmental Physiology, 183, 27–41. 601 

Kooijman, S.A.L.M. (2000). Dynamic energy and mass budgets in biological systems. 602 
Cambridge Univ. Press, Cambridge. 603 

Lande, R. & Arnold, S.J. (1983). The measurement of selection on correlated characters. 604 
Evolution, 37, 1210–1226. 605 

Lange, R., Monro, K. & Marshall, D.J. (2016). Environment-dependent variation in selection 606 
on life history across small spatial scales. Evolution, 70, 2404–2410. 607 

Le Galliard, J.-F., Paquet, M., Cisel, M. & Montes-Poloni, L. (2013). Personality and the 608 
pace-of-life syndrome: variation and selection on exploration, metabolism and 609 
locomotor performances. Functional Ecology, 27, 136–144. 610 

Marshall, D.J. (2005). Geographical variation in offspring size effects across generations. 611 
Oikos, 108, 602–608. 612 

Marshall, D.J. & Keough, M.J. (2003). Variation in the dispersal potential of non-feeding 613 
invertebrate larvae: the desperate larva hypothesis and larval size. Marine Ecology 614 
Progress Series, 255, 145–153. 615 

Marshall, D.J. & Keough, M.J. (2009). Does interspecific competition affect offspring 616 
provisioning. Ecology, 90, 487–495. 617 

Marshall, D.J., Pettersen, A.K. & Cameron, H. (2018). A global synthesis of offspring size 618 
variation, its eco-evolutionary causes and consequences. Functional Ecology, 32, 619 
1436–1446. 620 

Mathot, K.J., Dingemanse, N.J. & Nakagawa, S. (2019). The covariance between metabolic 621 
rate and behaviour varies across behaviours and thermal types: meta‐analytic insights. 622 
Biological Reviews, 94, 1056–1074. 623 

McDonald, J.F. & Ayala, F.J. (1974). Genetic response to environmental heterogeneity. 624 
Nature, 250, 572–574. 625 

Merilä, J., Sheldon, B.C. & Kruuk, L.E.B. (2001). Explaining stasis: microevolutionary 626 
studies in natural populations. Genetica, 112, 199–222. 627 

Moorad, J.A. & Wade, M.J. (2013). Selection gradients, the opportunity for selection, and the 628 
coefficient of determination. Am Nat, 181, 291–300. 629 

Mueller, P. & Diamond, J. (2001). Metabolic rate and environmental productivity: well-630 
provisioned animals evolved to run and idle fast. Proceedings of the National 631 
Academy of Sciences, 98, 12550–12554. 632 

Niemelä, P.T. & Dingemanse, N.J. (2018). Meta-analysis reveals weak associations between 633 
intrinsic state and personality. Proceedings of the Royal Society B: Biological 634 
Sciences, 285, 20172823. 635 

Nilsson, J.F. & Nilsson, J.A. (2016). Fluctuating selection on basal metabolic rate. Ecology 636 
and Evolution, 6, 1197–1202. 637 

Olito, C., White, C.R., Marshall, D.J. & Barneche, D.R. (2017). Estimating monotonic rates 638 
from biological data using local linear regression. The Journal of Experimental 639 
Biology, 220, 759–764. 640 

O’Neal, P.A. & Juliano, S.A. (2013). Seasonal variation in competition and coexistence of 641 
Aedes mosquitoes: stabilizing effects of egg mortality or equalizing effects of 642 
resources? J Anim Ecol, 82, 256–265. 643 

Pettersen, A.K., Marshall, D.J. & White, C.R. (2018). Understanding variation in metabolic 644 
rate. The Journal of Experimental Biology, 221. 645 

Pettersen, A.K., White, C.R. & Marshall, D.J. (2015). Why does offspring size affect 646 
performance? Integrating metabolic scaling with life-history theory. Proceedings of 647 
the Royal Society B-Biological Sciences, 282. 648 



Pettersen, A.K., White, C.R. & Marshall, D.J. (2016). Metabolic rate covaries with fitness 649 
and the pace of the life history in the field. Proceedings of the Royal Society B-650 
Biological Sciences, 283. 651 

R Development Core Team. (2016). R: A language and environment for statistical 652 
computing. R Foundation for Statistical Computing. Vienna, Austria. 653 

Reid, D., Armstrong, J.D. & Metcalfe, N.B. (2011). Estimated standard metabolic rate 654 
interacts with territory quality and density to determine the growth rates of juvenile 655 
Atlantic salmon. Functional Ecology, 25, 1360–1367. 656 

Rubner, M. (1908). Das Problem der Lebensdaur und seine Beziehungen zu Wachstum und 657 
Ernährung. Munich: Oldenberg. 658 

Sasaki, A. & Ellner, S. (1997). Quantitative Genetic Variance Maintained by Fluctuating 659 
Selection with Overlapping Generations: Variance Components and Covariances. 660 
Evolution, 51, 682–696. 661 

Schluter, D. (1988). Estimating the form of natural selection on a quantitative trait. Evolution, 662 
42, 849–861. 663 

Siepielski, A.M., DiBattista, J.D. & Carlson, S.M. (2009). It’s about time: the temporal 664 
dynamics of phenotypic selection in the wild. Ecology letters, 12, 1261–1276. 665 

Stinchcombe, J.R., Agrawal, A.F., Hohenlohe, P.A., Arnold, S.J. & Blows, M.W. (2008). 666 
Estimating nonlinear selection gradients using quadratic regression coefficients: 667 
Double or nothing ? Evolution, 62, 2435–2440. 668 

Stratton, D.A. (1995). Spatial Scale of Variation in Fitness of Erigeron annuus. The American 669 
Naturalist, 146, 608–624. 670 

Svensson, E.I. & Sinervo, B. (2004). Spatial scale and temporal component of selection in 671 
side-blotched lizards. American Naturalist, 163, 726–734. 672 

Swanson, D.L., McKechnie, A.E. & Vezina, F. (2017). How low can you go? An adaptive 673 
energetic framework for interpreting basal metabolic rate variation in endotherms. 674 
Journal of Comparative Physiology B-Biochemical Systemic and Environmental 675 
Physiology, 187, 1039–1056. 676 

Wadgymar, S.M., Daws, S.C. & Anderson, J.T. (2017). Integrating viability and fecundity 677 
selection to illuminate the adaptive nature of genetic clines. Evolution Letters, 1, 26–678 
39. 679 

White, C.R. & Kearney, M.R. (2013). Determinants of inter-specific variation in basal 680 
metabolic rate. Journal of Comparative Physiology B-Biochemical Systemic and 681 
Environmental Physiology, 183, 1–26. 682 

White, C.R., Marshall, D.J., Alton, L.A., Arnold, P.A., Beaman, J.E., Bywater, C.L., et al. 683 
(2019). The origin and maintenance of metabolic allometry in animals. Nature 684 
Ecology & Evolution. 685 

White, C.R., Terblanche, J.S., Kabat, A.P., Blackburn, T.M., Chown, S.L. & Butler, P.J. 686 
(2008). Allometric scaling of maximum metabolic rate: the influence of temperature. 687 
Functional Ecology, 22, 616–623. 688 

Whitman, D.W. & Agrawal, A.A. (2009). What is phenotypic plasticity and why is it 689 
important. 690 

Wilson, A.J., Pemberton, J.M., Pilkington, J.G., Coltman, D.W., Mifsud, D.V., Clutton-691 
Brock, T.H., et al. (2006). Environmental Coupling of Selection and Heritability 692 
Limits Evolution. PLOS Biology, 4, e216. 693 

Wissinger, S.A. (1989). Seasonal Variation in the Intensity of Competition and Predation 694 
Among Dragonfly Larvae. Ecology, 70, 1017–1027. 695 

Woollacott, R.M. & Zimmer, R.L. (1975). Simplified placenta-like system for transport of 696 
extraembryonic nutrients during embryogenesis of Bugula-neritina (Bryozoa). 697 
Journal of Morphology, 147, 355–377. 698 


