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ABSTRACT
In this paper I focus on the FDA regulation of medical treatments. As a matter of fact, since the advent of drug regulation in 1962, we have a variety of standards for testing the safety and the efficacy of treatments and products. I want to make explicit the reasons for explaining that variety. Here I argue that medical regulatory schemes are grounded on an implicit socio-political consensus on the risks involved by different medical interventions: the bigger the threat, the stricter the testing standards. Finally, by analysing the concept of risk, I claim that, from the point of view of regulators, innovative drugs might be not very different from medical devices or even surgical procedures, therefore lower testing standards are more defensible than what critics think.
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According to many observers of biomedical research, the huge scientific progress in the last decades has not been matched by correspondingly conceptual developments. In the time of personalized and precision medicine, for example, many fundamental medical categories, such as health and disease, are being wrecked 1. The concept of [medical] drug is no exception, nonetheless, over the years, neither medical scientists nor philosophers of medicine have paid much attention to it. 
However, understandings and definitions of drugs have a significant impact on the social acceptability of new biomedical products since our regulatory schemes depend on a previous classification of the treatments. Each of them provided with its own testing standards. The best definition of drug available comes so far from regulatory documents. Regulatory agencies, such as the FDA, classify in fact the products they regulate on the basis of their inner “nature”. This classification and the resulting regulatory schemes are not only interesting per se, but also politically and socially relevant. On the one hand, treatments tested with different methods may bring into the market potentially different thresholds of safety and efficacy, eventually exposing patients to unnecessary harms2,3. On the other hand, flawed regulatory schemes might slow down the pace of innovation4,5. In this paper, I want to argue that, from the point of view of regulators, innovative drugs (e.g., targeted therapies, CAR-T cell therapy, etc.) might be not very different from medical devices or even surgical procedures, therefore lower testing standards are more defensible than what critics think.
So, first of all, in the next section, I focus on the FDA regulation of medical treatments. As a matter of fact, since the advent of drug regulation in 1962, we have a variety of standards for testing the safety and the efficacy of treatments and products. I want to make explicit the reasons for explaining that variety. As I argue, medical products have different testing standards according to the potential public health risk they pose. Medical regulatory schemes are grounded on an implicit socio-political consensus on the risks involved by different medical interventions: the bigger the threat, the stricter the testing standards. I illustrate it in sections 3 and 4 with the cases of surgery and medical devices. In section 5, I introduce a concept of risk that, in my view, better captures the rationale behind the consensus on risk and the choice of testing standards. Risks depend on two factors: the hazards involved in a treatment and the number of people potentially exposed to it. From a political standpoint, this concept of risk is all we need to justify the existence of multiple testing standards. Consequently, looser testing standards are defensible for certain drugs (e.g. targeted therapies), whereas stricter standards are more desirable for others.
[bookmark: _Toc497731154]2-What the FDA does: the pervasiveness of double standards
Since the 1962 FDA Act, pharmaceutical regulatory agencies all over the world have required evidence of safety and efficacy before granting market approval. The United States FDA is the largest and the most influential of all these agencies: it monitors a market of products worth over 1 trillion dollars, which represents nearly a fourth of consumers’ spending[footnoteRef:1]. With respect to medical products regulation, the FDA has generally been considered a successful agency as far as we consider drug withdrawals as a reliable empirical benchmark. For instance, between 1993 and 2006 only a mean of 1.5 drugs per year have been withdrawn, and the number of withdrawals has not increased over time 6. Moreover, the agency performed well in protecting patients from some big failure 2. The first point in my argument is that the FDA has been always operating under a multiple testing standards regimen[footnoteRef:2].  [1:  See https://www.fda.gov/AboutFDA/Transparency/Basics/ucm553038.htm.]  [2:  See Title 21 Code of Federal Regulations (21CFR) Parts 800 – 1299.] 

The FDA classifies the medical products it regulates under three main categories according to their “nature”, each of them provided with its own testing standard.  If the product is a technological manufacture, it is considered a medical device; if the product is composed of biological compounds (e.g. sugar, proteins, nucleic acids, tissue, etc.), it is a biologic; finally, if the product is chemically synthesized, it falls in the category of drugs. Regulatory guidelines vary between the three categories. Drugs and (some) biologics are tested through rigidly controlled trials, while medical devices testing standards differ according to whether they are intended as treatments or not, ranging from basic manufacturing control to RCTs.
Why this classification and the different testing regimes? Intuitively it should be based on the different “nature” of the tested treatments, but this is less obvious than it may seem. Some products now defined as medical devices were previously classified as drugs; within medical devices, then, there is high heterogeneity, and different devices are subject to different testing standards. Biologics can be defined either as drugs or devices[footnoteRef:3] and therefore they are also subject to different regulations. Stem cell therapy is a non-trivial example, in 2006 the FDA extended its regulatory power over cell therapies, which before were considered as part of medical practice (as a common procedure of transplantation) and therefore not subject to any regulatory burden.  [3:  For instance, hyaluronic acid used for the treatment of recurrent urinary tract infections in women is a medical device. This classification is actually linked to the mechanism of action, not a chemical or pharmacological one, but a mechanical one.] 

If the different testing regimes are not clearly grounded in the nature of the treatment examined, how can they be justified? The goal of the FDA is to protect consumers from harms (dangerous treatments) and scams (fake treatments). Yet depending on the treatment, the FDA may apply different methods with potentially different consequences. Of course, there is a clear difference in scientific rigor between RCTs and basic control of manufacturing: clinical trials are more severe than any other testing standard. However, biologics and medical devices can also have potential bad consequences for patients. That is precisely the reason why, for example, the FDA has extended its control over stem-cells therapies 7, considering them as drugs and therefore assigning them to most rigid standards of testing. At the same time, other medical products (devices or biologics) seem to be less harmful to patients or harbouring different risks: rubber gloves will hardly harm patients. The FDA can wield its authority according to the potential risks involved in medical products. As well, the choice of testing standards (and of consequently regulatory burden) varies according to the risks. The two following sections will better illustrate this point. 
[bookmark: _Toc497731155]3-What the FDA does not: the case of surgery
The existence of a double standard in testing medical treatments has been already detected, debated and criticized 8 as I will now illustrate with the case of surgery. For many, it may be surprising, but there is no FDA-like authority either directly regulating existing surgical procedures or approving the use of new ones 9. Surgical procedures are usually transmitted from senior to young surgeons, slightly refined over time. On the basis of surgeons’ experience, procedures might be abandoned or completely transformed in new techniques, due for instance to technological developments. As a result, surgeons can easily introduce new procedures into practice, without the need for testing in controlled trials. So, contrary to pharmaceuticals, “the development of surgical procedures has not depended upon the RCT but rather upon an enthusiast performing a case series.”10
Commentators have noted the double standard that persists between surgery and pharmaceuticals, and have offered a number of justifications 11,12. Let us review the arguments against conducting RCTs in surgery. First of all, on the epistemic side, some key features of RCTs cannot be easily implemented in surgical trials. Blinding and placebos are particularly difficult: surgeons cannot be blinded in any way, whereas the adoption of sham procedures as controls raise difficult ethical issues. Without proper blinding, biases can contaminate the trial outcome making the experiment scientifically useless. Patients are also reluctant to undergo treatment randomization in surgery. The procedures under test are often perceived as highly unequal, regarding the invasiveness of the intervention, side effects, or quality of life. Hence patient enrolment becomes difficult, making trials difficult to complete for lack of a proper sample size. Also, surgical treatments are often difficult to standardize as RCTs require. Surgical interventions are complex and heavily skill-dependent procedures, subject to improvements in technical performance. Quality in performance requires extensive training over time – a “learning curve”, which is difficult to control in a clinical trial. During the learning curve phase, errors may likely occur, and this could greatly distort the outcome results. 
Difficult as these problems may be, there are alternative approaches that would make surgical trials feasible 13. For instance, control techniques such as audit data collection or continuous third-party monitoring may be included in the trial design to mitigate the lack of blinding and randomization. Learning curves and variation in technique can be measured and controlled as well 14. Also, according to the least optimistic review 15 in the ideal situation RCTs can be performed to evaluate 40% of treatment questions involving surgical procedures – and the authors consider it a conservative estimate. 
On the pragmatic side, there are two major obstacles to conduct surgical trials. On the one hand, there is the funding issue: RCTs are very expensive experiments and, unlike with pharmacological treatments, there is no clear sponsor for surgical tests. Nowadays, publicly funded surgical trials are not a priority for any political party. On the other hand, surgical interventions are considered, at least in the US, a medical practice, outside the scope of any dedicated regulatory body: the FDA can only examine products, not services[footnoteRef:4]. In the 1960s and 1970s, the US medical profession resisted State intervention on medical practice (e.g. prescription) as a form of communism  16. For the same reasons, the FDA does not regulate behavioural and psychological interventions, nor the off-label use of drugs. However, despite the prestige of the surgical profession, it is hard to believe that the community of surgeons is powerful enough to resist the external imposition of regulatory standards when the omnipotent pharmaceutical companies are so heavily regulated.  [4:  It is interesting to consider, however, that HTA (Health Technology Assessment) agencies are starting to evaluate specifically surgical procedures as complex interventions. In the UK, for instance, there is a dedicated evaluation program.] 

Briefly, both the epistemic and the pragmatic reasons provided against the regulation of surgical procedures are defeasible, to say the least. In principle, they can be regulated as much as drugs. In my view, the double standard in surgery owes more to politics than to scientific methodology or pragmatic considerations. Here is my claim: the adoption of some inefficient and unsafe surgical procedures does not harm enough people to make regulators demanding a special control over surgical treatments, nor for the politics to feel the necessity to invest resources to guard public health. Medical catastrophes are unlikely to happen in surgery, that is mostly because of contingent reasons: new surgical techniques are usually successive adaptations of existing techniques lead to the emergence of new procedures that are not radical innovations produced by a specific research program, but part of a continuum formed by the evolution of day-to-day practices 17. Occasionally new procedures arise in dramatic circumstances when surgeons, often in an emergency, decide to try a new approach even though there is no adequate statistical support for its efficacy. If they are successful, their techniques may subsequently form the basis of new protocols and be routinely applied 18. As soon as something goes wrong surgeons can easily dismiss a procedure, this means that in case of failure very few patients will suffer. Therefore, from the point of view of regulators, surgery does not seem a threat to public health, hence it is not worth to invest financial and cognitive resources to regulate it. As we are going to see in the next paragraph, the “tolerance” of certain risks associated with medical treatments is even clearer in medical device regulation.
[bookmark: _Toc497731156]4-The lesson from medical devices regulation
The regulation of medical devices provides additional evidence for my claim: an a priori assessment of the potential risks of treatments dictates the necessary level of testing.
As the notorious scandal of Thalidomide pushed the regulators to introduce stricter testing controls (i.e. RCTs) to the drug regulation, so did the Dalkon Shield for medical devices. Briefly, Dalkon Shield was an intrauterine contraceptive device marketed in 1971 by the A.H. Robins pharmaceutical company. With a massive advertising campaign, promising perfect birth control protection with virtually no adverse effects, it was a resounding success –the feared long terms side effects of contraceptive pills played a role here. Dalkon Shield was prescribed to more than 2 million women in the USA, 10% of the market for contraceptives. In its three years on the market, it caused more than 200.000 serious pelvic infections, leading to further adverse events ranging from infertility to death. In the aftermath of the scandal, the Congress passed the landmark Medical Device Amendments (MDA) to the federal Food, Drug, and Cosmetic Act (FDCA), requiring extensive testing and formal regulatory approval before medical devices can reach the market.
The way the FDA handled this new mandate is illustrating for my claim. In 1976 the FDA suddenly had to sift through a huge volume of “medical products” falling under its jurisdiction. With scarce resources, the FDA had to prioritize its efforts.  The FDA decided then to assign categories of risk associated with the devices, grounding on background knowledge and common sense. Intuitively, some medical products seem less risky than others: for instance, latex gloves naturally carry less risk than cardiac pacemakers, even if both are clearly devices. Hence, the agency created three different device classes, according to the risks they pose to the patients, each class with its own testing standards. According to section 513(a)(1) of the FD&C Act (21 U.S.C. 360c(a)(1)), class I devices are considered low-risk and do not undergo any regulatory review: they are subject only to control for good manufacturing practices. Class II devices instead are believed to be moderate risk, so they are subjected to a review procedure known as “510k” (from the section Section 510(k) of the Food, Drug and Cosmetic Act). In a 510k submission, the FDA establishes that a device is safe and effective if the manufacturer demonstrates that the new device is “substantially equivalent” either to an existing device already approved through the same process or to a device which has been on the market before the 1976 federal law was passed (these reference devices are named “predicate devices”). Class III devices instead are high-risk, and/or have novel intended uses, and hence require direct demonstration of safety and efficacy through a process very similar to a New Drug Application (NDA): sponsor must submit valid scientific evidence of safety and efficacy 19. 
The regulation of medical devices makes the multiplicity of evidentiary standards clear and reasonable. Moreover, it makes clear that the reason why we regulate medical treatments is mostly political, rather than epistemic. As it happened with pharmaceutical regulation, a medical failure (Dalkon Shield) makes necessary a political control over the devices, but intuitively testing rubber gloves in a clinical trial does not sound a very good idea. The political assessment of potential risks associated with devices dictated the choice of mandatory testing standards of safety and efficacy to grant market approval. This political assessment of risk is purely informal, but it seems enough to justify the existence of multiple standards of testing. In the next paragraph, I am going to explore more the concept of risk and I argue that regulatory schemes depend on a particular conception of it.
[bookmark: _Toc497731157]5-Classifying risks: hazards and exposure
From what has been said in the previous sections, it seems that the existence of multiple testing standards for medical treatments has been acceptable. The admissibility of these various standards depends on the perceived risks involved in each treatment. Stricter testing regimes are, of course, conceivable and defensible 20,21, but the fifty years of regulatory experience between 1962 and 2017 suggest that there is nothing wrong per se with a multiplicity of testing standards 
In order to understand, and justify, the way regulatory risks are assessed, I suggest adopting a common distinction in the field of chemical management between hazards and risks 22. The term “hazard” refers to the intrinsic properties of a chemical, and its likelihood to do harm. While the risk is the combination of hazard and exposure (R=H*E). The risk is what you want to mitigate by changing either or both components hazard and exposure. Then, for instance, with regard to low-risk medical devices, they harbour a hazard near to zero, therefore the assessment of the risk after the exposure is close to zero as well. This means that they will hardly produce a catastrophe in terms of harms, which is why they are assigned to a lower testing standard. 
This distinction would allow us to better explain also why the FDA does not regulate surgical treatments even though intuitively they harbour much more hazards than latex gloves or than an ordinary drug for colds. However, surgical treatments and drugs are not administered in the same way. When a new drug is released on the market, it becomes immediately available for thousands of patients, whereas new surgical procedures are administered to individual patients sequentially. As soon as something goes wrong the surgical procedures can be dismissed. Thus, the procedure can be extremely harmful, but it eventually harms only a few patients. Paradoxically, a dangerous surgical procedure might harm more patients in RCTs, where the treatment is administrated to hundreds of people. Therefore, from a public health perspective, surgical procedures are not much more worrisome for regulators than rubber gloves: calling back the equation R=H*E, since the exposure is very low, the risk is as low as well. 
The point of introducing the risk vs. hazard distinction is to make explicit the two major factors behind regulatory risk assessment in medicine. This is because regulatory bodies like the FDA does not care about hazards per se, but in combination with exposure. Regulatory agencies do not have the resources to provide a uniform level of protection for patients whenever there is a possibility of hazards. In allocating testing resources, agencies weight hazards and exposure, although not always in a purely quantitative manner[footnoteRef:5]. I will not defend this approach from a normative standpoint, for which there would be many different arguments (e.g. in utilitarian terms: the greatest good for the majority of patients) and objections. For the sake of argument, it is enough to defend its empirical adequacy: the risk vs. hazard distinction allows us to grasp the political consensus about treatment testing. We want stricter tests where the risks are bigger, and we do not care so much about hazards if the exposure is low. From this standpoint, the multiplicity of testing standards is politically defensible: calibrating our testing standards according to this particular concept of risk seems to be a rational approach to regulation, in a scenario where resources are finite. [5:  E.g. sulfanilamide was an antibacterial compound used to treat streptococcal infection that, in the late 1930s, was marketed in a toxic solution that caused more than 100 deaths in the United States. The supporters of granting stronger powers to the FDA framed the scandal in terms of the group of most likeable victims: white, virginal kids avoiding any mention of the black, male, and possibly sexually licentious consumers of sulfanilamide 23.] 

Of course, how to articulate and refine the concepts of hazard and exposure it is an open question. Hazards do not come in a single flavour, but they exhibit qualitative differences. Death, for instance, is far superior to any other potential adverse events (e.g. inflammation). Most often, hazards cannot be measured on a unidimensional scale and the exercise of value judgment becomes central. But this does not mean that hazards are not comparable. We have a scientific consensus on what we take as a hazard, and it depends on the outcome associated with that. Take for instance the definition of serious adverse events that the FDA implements for market withdrawal or black box warning. An adverse event is any undesirable experience associated with the use of a medical product in a patient. The event is considered to be serious and should be reported to the FDA when the patient outcome is among some of the following: death, life-threatening condition, hospitalization, disability or permanent damage, congenital anomaly or birth defect, intervention to prevent permanent impairment.
[bookmark: _Hlk493683673]As to the exposure[footnoteRef:6], I am referring to the number of individuals who can potentially enter in contact with a medical product, which is the target population. Since its birth, the FDA has regulated medical drugs recognizing the differences between risks associated with the practice of medicine, that is individual, and risks associated with the mass production of drugs, that are public. As it were, the FDA has always taken into account considerations about exposure, leaving almost unregulated products or practices with low individual risks while regulating medical products that carry with them risks associated with mass production. As to pharmaceuticals, in 1962 we had undifferentiated populations of pharmaceutical consumers, but we have been refining the target decade after decade. Today, for example, our understanding of cancer biology is solid enough to define patients according to the genomic profile of the tumour, rather than its site of occurrence. Using genome sequencing in clinical settings, we can identify previously occult biomarkers of drug sensitivity that can aid in the identification of patients most likely to respond to targeted anticancer drugs. This makes possible to have a target population of hundreds of patients, or even less. Therefore, for this class of drugs, the risk is lower than for an ordinary drug, perhaps comparable to medical devices or surgical treatments 24.  As Iyer and colleagues demonstrated in their landmark study on everolimus25, some drugs that might fail in RCTs are actually effective in cancer patients harbouring a specific – but rare – somatic mutation.   [6:  Here I am using the term exposure in a more intuitive rather than technical sense. In the medical field it is defined as the amount of a factor (a variable of interests) to which a group or individual was exposed, and it usually captures the temporal aspect.] 

From a political standpoint, multiple standards of drug testing are acceptable to the extent that we have an agreement on the levels of tolerable risks. It seems reasonable then to associate different testing standards to medical products according to their likelihood of harming the consumers. 
6- Conclusions
The development of innovative drugs (e.g., targeted therapies, CAR-T cell therapy, etc.) is ushering a new season of heated debates about regulatory evidentiary standards. Most of the conservatives are worried by the adoption of laxer standards for testing new drugs because of the potential negative consequences for the patients. In this paper, I have shown that standards of evidence different from RCTs are already pervasive in medicine and that regulators are willing to accept the consequences of potential mistakes. I have argued that the reason for the regulators to consider a variety of testing standards is political, rather than merely epistemic, and lies in the fact that some medical treatments are intuitively safer than others. In an environment with limited resources, this approach sounds more rational than testing any treatments in RCTs. However, the success of this regulatory approach depends on a correct assessment of the risks involved by different medical interventions. With regard to this, I have suggested adopting a distinction between hazards and risks. Considering both the hazards and the exposure of a treatment we can have an a priori estimate of its potential harms. This is all we need to assign the more appropriate testing standard to medical treatments. In this context, the size and the definition of the target population play a key role. 
Of course, we expect regulatory agencies to act for the public good. Nonetheless, my proposal could permit potentially harmful treatments entering the market, even if only for a few patients. Unless one adopts an orthodox utilitarian perspective, my risk-based approach for allocating standards of evidence is hardly defensible. From a moral standpoint, patients are vulnerable subjects and therefore they deserve even more protection. Indeed, I am aware that this paves the way for the pharmaceutical companies to exploit vulnerable patients. Hence, we need some measures to prevent such a situation from arising.  Obviously, there is always an inevitable "burden of risk" which patients must accept for any treatments. This burden of risk may be higher for treatments that follow a fast-track route because there is not enough evidence to warrant their safety and efficacy.  However, it might be sensible for patients accepting such a risk in exchange for access to some potential benefits. But, of course, patients must be properly informed about the uncertainty about treatments. As some scholars have rightly argued 26 patients should provide informed consent before accepting any risky or uncertain treatment, exactly as if they undergo surgery for instance. They should know that, even if we lack conclusive statistical evidence, our understanding of the disease pathways is good enough to expect them to benefit from the treatment. Moreover, the liabilities that may arise from unanticipated adverse effects should be negotiated in advance: if an adverse effect occurs, patients may not be able to sue the physicians or manufacturers. 
In conclusion, I believe there is room for adopting more flexible testing standards without losing much safety for the public. As suggested by a recent Nature’s editorial[footnoteRef:7], regulators must collaborate closely with scientists in order to grasp how new pharmaceutical treatments work and which are the potential hazards that they carry and the patients which could benefit from those treatments. In this way, we could find the best regulatory balance between safety, patients’ protection, and innovation. [7:  https://www.nature.com/articles/d41586-017-02231-z] 
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