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Abstract

Models of surface enhancement of molecular electronic response properties are challenging for

two reasons: (1) molecule-surface interactions require the simultaneous solution of the molecular

and the surface dynamic response (a daunting task); (2) when solving for the electronic structure

of the combined molecule+surface system, it is not trivial to single out the particular physical

effects responsible for enhancement. To attack this problem, in this work we apply a formally

exact decomposition of the system’s response function into subsystem contributions by employing

subsystem DFT which grants access to dynamic polarizabilities and optical spectra. In order to

access information about the interactions between the subsystems, we extend a previously devel-

oped subsystem-based adiabatic connection fluctuation-dissipation theorem of DFT to separate

the additive from the nonadditive correlation energy and identify the nonadditive correlation as

the van der Waals interactions. As an example, we choose benzene adsorbed on monolayer MoS2.

We isolate the contributions to the benzene’s dynamic response arising from the interaction with

the surface and for the first time, we evaluate the enhancements to the effective C6 coefficients as a

function of benzene-MoS2 distance and adsorption site. We also quantify the spectral broadening

of the benzene’s electronic excited states due to their interaction with the surface. We find that

the broadening has a similar decay law with the molecule-surface distance as the leading van der

Waals interactions (i.e., R−6) and that the surface enhancement of dispersion interactions between

benzene molecules is less than 5%, but still large enough (0.5 kcal/mol) to likely play a role in the

prediction of interface morphologies.

∗ m.pavanello@rutgers.edu
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I. INTRODUCTION AND BACKGROUND

The development of accurate models of materials’ interfaces is a priority for materials

science and engineering [1, 2]. Interfaces are key regions in energy materials such as photo-

voltaics [3] and photocatalysts [4] as well as in such technological applications as field-effect

transistors [5]. Models must be accurate, in the sense that they need to at least reproduce

the most basic of properties involved in the function of the material. These vary depending

on the applications [6, 7], however such properties as the contact angle in a surface-water

interface [8] thermal transport in the material [9], or the optical response [10] are among the

ones widely sought after. An accurate model enables rational design of materials, which is

why the model should not rely too heavily on empirical data otherwise its ability to sam-

ple outside the particular chemical space, spanned by the empirical training data, can be

affected. Thus, ab initio methods are important tools to model materials, including their

interfaces.

One important task is to test the limits of applicability of current models as well as

propose new multi-scale modeling schemes that can better represent the materials under

study, particularly regarding the description of materials’ interfaces. In recent years, several

models of 2D materials, such as metal dichalcogenides, have surfaced due to their controllable

thickness and surface properties, as well as the rich array of physical and chemical properties

that becomes accessible when they are interfaced with other materials [6–8]. However, these

efforts are still in their infancy and the accurate and predictive model of these materials’

interfaces is still largely an unsolved problem.

Thus, the particular focus of this work is to model the interface between an organic

molecular system, benzene, and monolayer MoS2. We seek to characterize how the molec-

ular energy levels and electronic properties are affected and enhanced by the monolayer

surface. For example, the fact that finite molecular states interact with an extended sys-

tem gives rise to their broadening, which in turn results in the broadening of all electronic

molecular observables, including the charge density. Because broadening the charge den-

sity is responsible for van der Waals interactions, such broadening might be included as a

defining descriptor for molecular force fields at interfaces.

Surface enhancement is an important physical effect, which aside from the giant effects

on some spectroscopies [11], it affects molecular properties such as polarizabilities as well
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as other important quantities needed in the development of force fields [12, 13]. A ques-

tion arises: should surface enhancement effects be accounted for when developing force

fields? Similar questions have prompted the development of many-body dispersion methods

[13], which aim at describing the van der Waals interactions between systems foregoing the

common coarse graining of the C6 coefficients into static, additive pair-wise contributions.

Generally, the answer is that describing the nonadditive nature of van der Waals interactions

is important [14]. In this work, we dive into the details of what the nonadditivity of the van

der Waals interactions entail, what is its origin and its effect for the benzene-MoS2 system

considered.

All simulations presented in this work are carried out with subsystem Density Functional

Theory (sDFT) [15–17]. sDFT implies that the density of the supersystem is subsystem

additive,

ρ(r) =

NS∑
I

ρI(r), (1)

where NS is the number of subsystems considered. The above equation is solved by vari-

ationally minimizing the energy functional which leads to the following coupled subsystem

KS equations [
−∇2

2
+ vIKS(r) + vIemb(r)

]
φIi (r) = εIiφ

I
i (r). (2)

The embedding potential, vIemb(r), encodes all the needed interactions between I and the

other subsystems. Specifically,

vIemb(r) = vIH[ρ](r)− vIH[ρI ](r) + vIxc[ρ](r)− vIxc[ρI ](r)

+ vITs
[ρ](r)− vITs

[ρI ](r) +
∑
J 6=I

vJext(r). (3)

In particular, an important term is the nonadditive noninteracting kinetic energy potential,

vITs
[ρ](r)−vITs

[ρI ](r). This term distinguishes sDFT from all other fragment-based electronic

structure methods, and needs to be approximated and in this work we choose a GGA

noninteracting kinetic energy functional [18].

The embedded Quantum ESPRESSO (eQE) software [19] developed by us, implements

sDFT and the coupled equations Eq.(2). It achieves almost perfect parallel scaling and has

provided a quantitative model at a much reduced computational cost compared to KS-DFT

of the supersystem both for ground state dynamics simulations [20–23] as well as simulations

of excited states dynamics [24–27]. To access excited states, we make use of the real-time
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subsystem time-dependent DFT (TDDFT) implementation in eQE [25, 26], which solves

the time-dependent Schrödinger equation within the adiabatic approximation,[
−∇2

2
+ vIKS(r, t) + vIemb(r, t)

]
φIi (r, t) = i

∂φIi (r, t)

∂t
. (4)

In this work, we close in on the response of a benzene molecule adsorbed on the surface of

monolayer MoS2. We inspect its response in several domains: (1) in the imaginary frequency

domain, we quantify the degree of surface enhancement of the benzene’s C6 coefficients; (2)

in the real frequency domain, we inspect the decay with respect to the molecule-surface

separation of the spectral broadening (inverse lifetime) of the molecular electronic states

and determine that it should follow a similar power law as the decay of the C6 surface

enhancement. We also inspect the molecular spectrum and its contribution arising from the

interactions with the nearby surface. Not only do we analyze the distance dependence of

these quantities, but we also inspect their dependence on the adsorption site by considering

the top, hollow and bridge sites.

The paper is organized as follows. We first provide the reader with a complete theoret-

ical background on the many-body expansion of the response functions involved and their

relationship with van der Waals forces via the fluctuation-dissipation theorem of DFT [28–

31]. We introduce a dual adiabatic connection [32–34], first connecting isolated systems to

statically embedded ones (uncoupled), and then from static embedding (uncoupled) to fully

interacting subsystems (coupled). This allows us to dissect the local, subsystem additive

contribution to the exchange-correlation energy from the nonadditive contributions which

are at the core of surface enhancement effects.

II. THEORETICAL BACKGROUND

A. Spectral broadening and observable fluctuations

A key motif in this paper is the connection between broadening (fluctuation) of molecular

operators resulting from the interaction of the molecule with the surface and its effect on

the molecule’s properties. Spectral broadening is characterized by an imaginary energy

component, Γ, in the definition of the molecular Green’s function

Gm(E) =

[
Ĥm − E + i

Γ(E)

2

]−1

, (5)
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which causes the molecular spectral lines to appear broad, but also has the effect of broad-

ening other observables, such as the charge density. The charge density operator, ρ̂(r),

intrinsically fluctuates around its average. A consequence of this is that the pair density

becomes [28, 29]

〈Ψ0|ρ̂(r)ρ̂(r′)|Ψ0〉 = ρ(r)ρ(r′)− 1

2π

∫ ∞
−∞

Im [χm(r, r′, ω)] dω, (6)

where χm is the linear response function of the molecular system.

In an effort to simplify the computational cost and to reach a better understanding of how

the molecular components of a system interact with each other, our group [25, 26, 30, 35]

as well as many others [36–51] have looked into ways to represent properties (including

response functions, polarizabilities, and other properties) of the total system as functions of

subsystem quantities.

When subsystems become spatially close, the response function of the total supersystem

formally follows the following expansion [35],

χ =

NS∑
I

χcI , (7)

where

χcI = χuI +
∑
I 6=J

χuIKIJχ
c
J . (8)

In the above, the superscript c/u stand for coupled and uncoupled, respectively, and indicate

whether a subsystem is allowed/not allowed to exchange energy with other subsystems.

The uncoupled response function depends on the Kohn-Sham response function, χ0
I , by

the usual Dyson equation

χuI = χ0
I + χ0

IKIIχ
u
I . (9)

The above equations are general [36, 52, 53] because they are applicable to several density

and density matrix embedding theories [54, 55]. However, when the particular case of

subsystem DFT is invoked, the kernel matrix is simply defined as the functional derivative

of the embedding potential of subsystem I with respect to density variations in subsystem

J , KIJ =
δvIemb

δρJ
. This leads to the following form of the kernel,

KIJ(r, r′, ω) =
1

|r− r′|
+ fxc[ρ](r, r′, ω) + fT[ρ](r, r′, ω)− fT[ρI ](r, r

′, ω)δIJ , (10)
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where fxc/T is the second functional derivative of the exchange-correlation / noninteracting

kinetic energy functional, and we explicitly indicate the dependence of the kernels on the

total electron density given by Eq.(1) .

It is possible to exploit a many-body expansion of Eq.(8), dropping some heavy notation,

χcI = χuI︸︷︷︸
One

+
∑
I 6=J

χuIKIJχ
u
J︸ ︷︷ ︸

Two

+
∑

I 6=J 6=K

χuIKIJχ
u
JKJKχ

u
K︸ ︷︷ ︸

Three

+Four-body + . . . (11)

which is useful for developing approximate methods and for understanding dynamical pro-

cesses in terms of interactions between the subsystems [26, 27, 31].

B. The electron-electron interaction, Vee, and the adiabatic connection formalism

Going back to the fluctuations of the pair density from Eq.(6), it is straightforward to

derive the following form of the electron-electron interaction

Vee =
1

2

∫
drdr′

〈Ψ0 |ρ̂(r)ρ̂(r′)|Ψ0〉
|r− r′|

=EH [ρ]− 1

4π

NS∑
I

∫
drdr′

∫∞
−∞ dωIm [χuI (r, r

′, ω)]

|r− r′|
+

− 1

4π

∑
I 6=J

∫
drdr′

∫∞
−∞ dωIm

[∫
dr′′dr′′′χuI (r, r

′′, ω)KIJ(r′′, r′′′, ω)χcJ(r′′′, r′, ω)
]

|r− r′|
. (12)

Even though from the formalism so far considered, we could compute the expectation

value of the electron-electron interaction, Vee, we note that this is not the full value of

the Hartree-exchange-correlation energy. The adiabatic connection formalism [32–34] was

developed to aid this issue while still only relying on quantities at hand (i.e., without invoking

the need to compute expectation values of other, one-electron operators such as the kinetic

energy).

According to the adiabatic connection, the full Hartree-exchange-correlation energy is

given by

EH [ρ] + Exc[ρ] =

∫ 1

0

dλ
dVee[ρ](λ)

dλ
(13)

where Vee(λ) is the electron-electron interaction of a fictitious system with the following

properties:

(a) The electron-electron interaction is multiplied (scaled) by the value of λ.
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(b) The electron density function is kept constant for any value of λ by changing the

external potential (or the effective external potential of the KS system).

The above conditions imply working with a scaled interaction, including the inter-subsystem

interaction in Eq.(10), which for I 6= J becomes,

Kλ
IJ(r, r′, ω) =

λ

|r− r′|
+ fλxc[ρ](r, r′, ω) + fλT[ρ](r, r′, ω), (14)

The scaled kernels must be evaluated with the scaled density according to previously derived

prescriptions [29, 56]. The above also implies that the scaled Hartree energy EH(λ) =

λEH(1), and therefore the integral in Eq.(13) has no effect on it.

C. The adiabatic connection for interacting subsystems

In a subsystem formulation, the adiabatic connection integral can be split into two parts,

one that carries out only the inter-subsystem adiabatic connection and one for the intra-

subsystem part. We use two distinct coupling strength integrations, one over λ and one over

λ′. Thus, the kernel can be represented by a square matrix of leading size the number of

subsystems, NS, and as a sum of a diagonal part and a purely off-diagonal part.

Kλ,λ′ = Kλ
intra + Kλ′

inter (15)

where,

Kλ
intra ≡


Kλ

11 0 · · · 0

0 Kλ
22 · · · 0

0 0
. . .

...

0 0 . . . Kλ
NSNS

 (16)

and

Kλ′

inter ≡


0 Kλ′

12 · · · Kλ′
1NS

Kλ′
21 0 · · · Kλ′

2NS

Kλ′
31 Kλ′

32
. . .

...

Kλ′
NS1 Kλ′

NS2 . . . 0

 (17)
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The corresponding terms making up the electron-electron interaction are then intra- and

inter-subsystem. The intra-subsystem (additive) exchange-correlation energy for a subsys-

tem becomes,

EI
xc = − 1

4π

∫
drdr′

∫ 1

0
dλ
∫ +∞
−∞ dω Im [χuI (r, r

′, ω;λ)]

|r− r′|
, (18)

where the additional dependence of the subsystem response function on the adiabatic con-

nection coupling strength is explicitly indicated.

The inter-subsystem (nonadditive) contributions become

EIJ
xc = EJI

xc = − 1

4π

∫
drdr′

∫ 1

0
dλ′
∫∞
−∞ dωIm

[∫
dr′′dr′′′χuI (r, r

′′, ω)Kλ′
IJ(r′′, r′′′, ω)χcJ(r′′′, r′, ω;λ′)

]
|r− r′|

.

(19)

It is important to point out that the two adiabatic-connection integrations are not com-

mutative. That is, the λ integration should be carried out first to obtain locally (uncoupled)

interacting subsystem response functions. In a second step, the integration over λ′ yields

the remaining inter-subsystem correlation energy. Integrating in the reverse order, should

still yield the correct final result, however, the additive and nonadditive contributions would

not have a clear physical meaning.

In our previous works on nonadditive exchange-correlation [30, 31], we employed the

many-body perturbative expansion of χcJ in a way similar to Eq.(11) to only include one

and two-body terms. We expect that a two-body truncation will be sufficient for molecular

dimers. However, in the condensed phase the two-body truncation will not be a good

approximation. This is reminiscent of the so-called many-body dispersion [43, 44] which has

been shown to be an extremely important effect in condensed phases [44] and particularly

in large nanostructures [57].

In practical simulations, such as when force fields are employed, van der Waals interac-

tions are encoded with the so-called C6 coefficients. These can be derived from Eq.(19) by

the following approximations

• The exchange-correlation and kinetic energy kernels are neglected. Namely, Kλ
IJ(r, r′, ω) '

λ
|r−r′| . This goes by the name “RPA approximation”.

• The density-density response functions of the subsystems are fairly well spatially sep-

arated and thus can be approximated as fluctuating dipoles. This implies the use of
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frequency dependent dipole polarizabilities, instead, defined as follows:

α
c/u
I(ij)

(ω) =

∫
drdr′riχ

c/u
I (r, r′, ω)r′j, (20)

where ri can be any of the three Cartesian directions (e.g., x, y or z).

As a result of the above approximation, the Coulomb kernel must be changed to the

interaction between two dipoles, which takes the form

1

|r− r′|
→ T(r, r′) =

∂

∂ri

∂

∂r′j

1

|r− r′|
, (21)

which asymptotically goes like 1
R3

IJ
, with RIJ being the distance between the centers of

charge of subsystems I and J . And thus, Eq.(19) becomes

EIJ
xc = − 1

4π

∫ 1

0

dλ′
∫ ∞
−∞

dω
∑
ijkl

αuI(ij)(iω)Tjkλ
′αcJ(kl)(iω;λ′)Tli (22)

The integral over λ′ yields a factor of 1
2
. However, because EIJ

xc = EJI
xc and both terms need

to be accounted for (Eq.(12) removes this double counting problem) a factor of 2 arises.

Thus, in the full-potential approximation [58, 59], and changing the integration to only sum

over the positive frequency axis,

EIJ
xc + EJI

xc = Eint
xc = − 1

2π

∫ ∞
0

dω
∑
ijkl

αuI(ij)(iω)Tjkα
c
J(kl)

(iω)Tli, (23)

Which leads to the following definitions of the so-called C6 coefficients:

Cu
6 =

3

π

∫
dωαuI(ij)(iω)αuJ(kl)(iω), (24)

Cc
6 =

3

π

∫
dωαcI(ij)(iω)αuJ(kl)(iω). (25)

Their difference, Cc
6 −Cu

6 , is a measure of the many-body effects of the environment on the

interaction between subsystem I and J .

III. INTERACTION OF MOLECULAR SUBSYSTEMS NEARBY A SURFACE

When molecular systems are in the proximity of extended systems the so-called nonad-

ditivity of the van der Waals interactions is non-negligible [14]. In this work, we aim at

determining how molecular van der Waals interactions are affected by the presence of a
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FIG. 1: The van der Waals interaction between two benzene molecules m1 and m2 is

indicated by the dashed back arrow and is mediated by the density fluctuations originating

from coupling of the molecular response functions, dropping the u and c superscripts:

χm1Km1m2χm2 . When m1 is nearby an extended surface, the interactions between m1 and

m2 depend on the distance between m1 and the surface because the density fluctuations of

m1 are augmented by the interaction with the adjacent surface. This is indicated by the

grey arrow and the term χm1Km1sχsKsm1χm1 . In this sense, van der Waals interactions are

not additive.

nearby extended surface. In other words, this translates to wondering the question: Will

there be a dependence of molecular C6 coefficients with respect to the distance between the

molecular systems and a nearby surface? Figure 1 provides a visual for the effect we seek to

shed light on in this work.

In order to inspect this effect we need to develop a slight variant of the response formalism

presented so far. Specifically, we need to extend the formalism to a situation where we allow

the application of external perturbations only to one subsystem, say the molecule or m,

while keeping the surface, s, away from the applied external perturbation. The formalism

simplifies to (note the subscripts m and s indicating the molecule and surface subsystems,
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respectively),

χcm = χum + χumKmsχ
u
sKsmχ

c
m, (26)

χcs = χusKsmχ
c
m. (27)

The absence of the one body term in Eq.(27) is due to the assumption that we are only

interested in the molecular subsystem. Thus, all external perturbing fields are applied to

only the molecular subsystem while the surface subsystem, responding according to χs, is

perturbed via the Coulomb interactions with the density fluctuations of m. That is, the

externally applied potential on the surface, δvsappl, is the Coulomb interactions due to the

density response of the molecular system, δvsappl = Ksmχ
u/c
m .

In determining the exchange-correlation energy of interaction between molecules when

they are nearby the surface, the surface has the effect of modifying and enhancing the

molecule’s density fluctuations. Specifically, the response function integrand in Eq.(19)

when one molecule m1 interacts with another m2, while m1 is nearby a surface,

Em2m1
xc = − 1

4π

∫
drdr′

∫ 1

0
dλ′
∫∞
−∞ dωIm

[∫
dr′′dr′′′χum2

(r, r′′, ω)Kλ′
m2m1

(r′′, r′′′, ω)χcm1
(r′′′, r′, ω;λ′)

]
|r− r′|

.

(28)

However, due to Eq.(26), and dropping the heavy notation substituting it with a generalized

trace operator over the frequency, ω, and coupling strength, λ,

Em2m1
xc =

∫
drdr′

Tr(ω,λ′)

{
Im
[
χum2

Kλ′
m2m1

χum1
+ χum2

Kλ′
m2m1

χum1
Kλ′
m1s

χusK
λ′
sm1

χcm1
(λ′)
]}

|r− r′|
.

(29)

The above equation clearly shows a first term, dependent on χum2
Km2m1χ

u
m1

, which would be

present even if the surface was ignored. And a term, dependent on χum2
Km2m1χ

u
m1
Km1sχ

u
sKsm1χ

c
m1

,

which results exclusively from the presence of the surface. The latter can be thought of as a

surface enhancement effect. We will image the surface effects by computing optical spectra

and C6 coefficients according to Eq.(24–25).

IV. COMPUTATIONAL DETAILS

To best highlight the surface enhancements of the van der Waals interactions between

molecular systems nearby an extended surface, we consider a benzene molecule adsorbed on
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the surface of monolayer molybdenum sulfide. We then computationally evaluate the optical

spectrum (including characterization of the spectral broadening of the first molecular exci-

tation) and the effective molecular C6 coefficient progressing from an isolated molecule, to

an embedded but dynamically uncoupled molecule (i.e., the Cu
6 from Eq.(24)) to a molecule

fully coupled to the surface (i.e., the Cc
6 from Eq.(25)). This will shed light on the size of

the surface enhancement effect of the effective C6 coefficients, the decay law as a function

of the distance to the surface, as well as its relationship with the spectral broadening.

FIG. 2: A top-view depiction of the three adsorption sites considered in this work.

All calculations are carried out with a development version of eQE [19] and the associated

subsystem real-time TDDFT code [25]. We employ ultrasoft pseudopotentials from the

GBRV library [60], and a plane wave cut off of 50 Ry for the wavefunctions and 500Ry for

the charge density. This is appropriate given that we employ ultrasoft pseudopotentials.

The real-time TDDFT simulations were carried out with a Crank-Nicolson propagator

with a single predictor-corrector step, a time step of 2 as, and a total of 20,000 steps.

We traced out the time-dependent subsystem density and computed the time-dependent

dipole change, δµ(t) = µ(t) − µ(0) in the same direction as the applied external electric

field. The field was applied with the “kick” method [61]. Once the time-dependent dipole

change is obtained we proceeded to Fourier transform to frequency space for plotting optical

spectra, and Laplace transform to imaginary frequency space for computing the effective C6

coefficients.
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TABLE I: Benzene’s static dipole polarizability, αxx, of benzene adsorbed at the hollow

site of MoS2 along the x direction for several separations, R in Å, from the surface.

Polarizability values in atomic units.

R αisoxx αuxx αcxx

3.50 93.76 96.05 99.01

3.75 93.76 95.40 97.38

4.00 93.76 95.25 96.54

4.25 93.76 95.03 95.95

4.50 93.76 95.08 95.72

V. RESULTS

We structure the results section into two subsections. The first one regards van der Waals

interactions and their surface enhancement. The second one regards the effect of the surface

on the optical spectrum of the adsorbed benzene molecule. Then, we compare the spectral

broadening, Γ with the surface enhancement of the effective C6 coefficient and show that

they follow a similar power law for the decay as a function of the distance from the surface.

A. Polarizabily and van der Waals interactions

We start by considering the molecular static dipole polarizability, which is also affected by

the presence of the surface. In Table I we list the values of αxx for the benzene molecule when

it is isolated, and nearby the surface as uncoupled, and coupled. Hereafter, the superscripts

c and u will carry the same meaning as in the previous sections.

As described by Eq.(29), the interaction with the surface induces additional density fluc-

tuations in adsorbed molecular systems. In Figure 3(b), we show the surface enhancement

for αm(iω) by plotting the quantities αcm(iω), αum(iω) and αisom (iω). From the table it is

clear that the surface enhancement on the static dipole polarizability is of at most 5% for

the shortest distance of R = 3.5Å. This seems reasonable, as the MoS2 surface is not as

polarizable as a metal surface for which larger enhancements have been reported [27].

In addition to the dipole polarizability, also the effective C6 coefficients are affected by the

presence of a nearby surface. This is the direct consequence of Eq.(29). Thus, we computed
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(a) (b)

FIG. 3: Benzene’s dipole polarizability as a function of imaginary frequency and for several

molecule-surface separations. Inset (a): αum(iω)− αisom (iω), the polarizability difference

between a molecule nearby the MoS2 surface that is not allowed to respond dynamically

(i.e., molecule and surface cannot exchange energy) and an isolated molecule. Inset (b):

αcm(iω)− αum(iω), displaying the enhancement when the molecule and the surface are fully

coupled and can exchange energy.

TABLE II: The x contribution to the effective C6 coefficient of benzene adsorbed at the

hollow site of MoS2 and for several separations, R in Å, from the surface. C6 values are

given in atomic units. The superscripts iso, u and c bear the same meaning as in Table I.

R Ciso6 Cu6 Cc6

3.50 2734 2765 2809

3.75 2734 2756 2786

4.00 2734 2751 2771

4.25 2734 2747 2761

4.50 2734 2746 2755

the effective C6 coefficients for the isolated, uncoupled and coupled cases. The results are

listed in Table II.

In order to compare our results to the literature, we have computed isotropic polarizability

and isotropic C6 coefficient for an isolated benzene molecule. Our values, αiso = 76.5 a.u.

and Ciso
6 = 1961 a.u., agree well with reference values, αiso = 71.3 a.u. and Ciso

6 = 1723

a.u.[62]. The result for Ciso
6 coefficient compares very closely to the value 1956.8 a.u. [63]
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TABLE III: Expected total dispersion energy (Edisp) between two benzene molecules

stacked on top of a MoS2 surface. We report also the surface enhancement as a function of

distance and brake it down into isolated-to-uncoupled (∆Eiso−u
disp ) and uncoupled-to-coupled

(∆Eu−c
disp ) contributions. %SE stands for surface enhancement. Energy values in kcal/mol.

R Edisp ∆Eiso−udisp ∆Eu−cdisp %SE

3.50 21.055 0.236 0.327 2.7

3.75 13.804 0.111 0.147 1.9

4.00 9.323 0.059 0.067 1.4

4.25 6.456 0.031 0.032 1.0

4.50 4.572 0.020 0.016 0.8

TABLE IV: Comparison between the C6 coefficients computed at different benzene

adsorption sites on MoS2 for a benzene-surface separation of R = 3.5Å.

Chol6 Cbri6 Ctop6

isolated 2734 2734 2734

uncoupled 2765 2763 2765

coupled 2809 2806 2808

computed at the Hartree-Fock level.

In Table III we report the surface effects on the dispersion interactions between two

benzene molecules affected by the presence of the monolayer MoS2 surface. The total surface

enhancement of the dispersion interaction is about 0.5 kcal/mol or about 3% at 3.5 Å

separation.

When comparing the C6 coefficients for the three sites (hollow, bridge and top) their

values are largely similar, see Table IV. This shows that the coupling with the surface is on

average similar for the three sites. Due to their dependency on the integral over imaginary

frequency of the dipole response function, the C6 coefficients reflect a coupling to the surface

that is somewhat averaged over all frequencies.
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B. Optical spectra

In Figure 4 we report the comparison between the optical spectrum of uncoupled benzene

at R = 3.5Å with the experimentally determined optical spectrum of a sample of benzene

vapor. The two spectra are in fair agreement even though our simulations are carried out

with a semilocal exchange-correlation functional (e.g., the predicted band gap is smaller

than the reference band gap). The quality of the experiment-theory comparison in the

FIG. 4: Comparison of the computed and experimental spectra of benzene. The computed

spectrum is for the uncoupled benzene adsorbed at the hollow site of MoS2 at a

molecule-surface separation of R = 3.5Å. The experimental spectrum is for a sample of gas

phase benzene [64].

broad energy window 4 < ω < 40 constitute the underlying reasons for the good agreement

between our calculations and other simulations on the frequency dependent polarizabilities

and C6 coefficients.

The effect of the interaction with the surface can be singled out by visualizing the coupled-

uncoupled deviation in the optical spectrum of benzene, see Figure 5. Such a deviation is

due almost entirely to three-body terms in the expansion Eq.(11), and follows a trend

that we witnessed before [27] when we considered the optical spectra of benzene on MoS2

in a standing configuration. The three-body terms are quite interesting. They feature a
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FIG. 5: Oscillator strength contribution from three-body terms (and higher order) in the

many body expansion of the response function, Eq.(11), for several molecule-surface

separations.

derivative-like behavior which is needed to shift the peak to the lower energies (i.e., red shift

when molecules are adsorbed on surfaces is commonly recorded) and at the same time they

feature a characteristic peak broadening. This is at the heart of the surface enhancements

effects. Such a characteristic broadening is a signature of the extent to which molecular and

surface quantum states couple.

The optical spectra are in principle dependent on the adsorption configuration. We

analyze this in Figure 6, where we compare the deviation from the average spectrum of

the spectra obtained from benzene adsorbed at the hollow, top and bridge sites. We break

down the comparison into isolated to uncoupled and uncoupled to coupled. We notice

that the isolated to uncoupled offers the largest deviation. This is understandable because

the coupling of the molecular states with the bands of the semiconductor (giving rise to

the uncoupled-to-coupled deviation) should only be weakly dependent on translations, and

instead be strongly dependent on the molecule-surface distance. As expected, the top and

hollow sites yield mirrored deviations in both cases.
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(a) (b)

FIG. 6: Comparison of the isolated-uncoupled [inset (a)], and uncoupled-coupled [inset(b)]

spectra of benzene adsorbed at the hollow, top and bridge sites of MoS2 at a

molecule-surface separation of R = 3.5Å. Here we plot the deviation from the average of

the three spectra.

C. Comparison of spectral broadening and surface enhancement of C6 coefficients

The spectral broadening introduced in Eq.(5) can be defined in terms of the subsystem

response functions [27]. Eq.(26) can be recast in the following form,

χcm = χum + χumKopenχ
c
m, (30)

where

Kopen = Kmsχ
u
sKsm (31)

implying that when a subsystem is open to exchanging energy with the surrounding, the

TDDFT kernel, K, should be augmented, K → K +Kopen [26].

Eq.(5) indicates that the spectral broadening is related to the imaginary part of Kopen.

Thus, we expect the distance dependence of the spectral broadening to match the distance

dependence of the C6 surface enhancement. Computation of the first peak line shape is

complicated by splitting of the peak for the close molecule-surface separations. We overcome

this difficulty by computing broadenings of both the peak and the shoulder, and summing

them together.

Figure 7 displays in log scale the decay with distance of the spectral broadening and

the surface enhancement of the C6 coefficient for the benzene adsorbed on the hollow site.
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The deviation at 4.0 Å for the broadening value arises due to peak and shoulder merge

being incomplete at that distance. From the figure we derive a power decay law for the

FIG. 7: The molecule-surface distance decay of the surface enhancement of the effective C6

coefficient compared to the decay of the surface-induced spectral broadening. Note the log

scale for both x and y axes.

broadening of nΓ = 4.8± 0.6 for the Lorentzian-profile. The power decay law for the surface

enhancement of the C6 coefficients is nC6 = 6.1 with a negligible standard deviation. These

are in fair agreement.

The broadening values for all configurations considered are collected in the supplementary

material jupyter notebooks [65] and range from 10 to 35 meV for the hollow site adsorption.

This is less than (however, in the same order of magnitude) the broadening of atomic levels

at metal surfaces [66, 67]. The top and hollow sites show similar values, unlike the bridge site

which displays the largest broadening value of 117 meV. This indicates a stronger molecule-

surface interaction at the particular frequency of the excitation energy of benzene, which

could be explained by a higher density of states at the bridge site. Such effect was also

observed in the DFT calculations for an AFM tip on graphene/Ni substrate [68].
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VI. CONCLUSIONS

In this work, we outline a road map to compute such important quantities as C6 coeffi-

cients, dipole polarizabilities and optical spectra of molecular systems embedded in complex

environments. We do so by leveraging the subsystem TDDFT formalism and by means

of the adiabatic-connection fluctuation-dissipation theorem of DFT. Our method is capa-

ble of isolating the molecule-environment interactions responsible for interesting dynamical

behaviors, such as surface enhancement.

We showcase the method by considering a benzene molecule adsorbed on the surface of

monolayer MoS2, showing that the enhancement of the molecular properties on the mono-

layer is nonnegligible and should be taken into account when developing simpler and coarse

grained models of molecule-surface interfaces. Even though monolayer MoS2 is not nearly

as polarizable as a metal surface, the molecular static polarizabilities showed a notable

enhancement when the molecule is coupled to the surface, with the effect becoming negli-

gible at larger distances. Dispersion interactions are enhanced by about 0.5 kcal/mol for

each molecular dimer at typical van der Waals distances. Although limited in size, such an

enhancement can change the predicted morphology of the interface.

In an effort to bring all surface enhancements under the same framework, we relate the

surface enhancement of the C6 coefficients to the broadening of the molecular energy levels

due to the interaction with the surface. The formalism predicts an identical decay of these

quantities as a function of the molecule-surface distance equal to the inverse sixth power of

the distance, while the computations reveal a slight difference of (yet) unknown origin.

The natural future developments for this work will involve deriving surface-aware force

field parameters that tune the dispersion and electrostatic interactions in a way that is

computationally cheaper than solving the coupled system of equations, as done vdW-TS [44]

and polarizable force fields [69], while still being accurate enough to capture the relevant

environment and surface induced enhancements.
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