
P
os
te
d
on

25
M
ay

20
23

—
T
h
e
co
p
y
ri
gh

t
h
ol
d
er

is
th
e
au

th
or
/f
u
n
d
er
.
A
ll
ri
gh

ts
re
se
rv
ed
.
N
o
re
u
se

w
it
h
ou

t
p
er
m
is
si
on

.
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
22
54
1/
es
so
ar
.1
68
50
03
92
.2
67
02
92
8/
v
1
—

T
h
is

a
p
re
p
ri
n
t
a
n
d
h
as

n
o
t
b
ee
n
p
ee
r
re
v
ie
w
ed
.
D
a
ta

m
ay

b
e
p
re
li
m
in
a
ry
.

The Effect of Different Implementations of the Weak Temperature

Gradient Approximation in Cloud Resolving Models

Nathanael Z. Wong1 and Zhiming Kuang1

1Harvard University

September 12, 2023

1



manuscript submitted to Geophysical Research Letters

The Effect of Different Implementations of the Weak1

Temperature Gradient Approximation in Cloud2

Resolving Models3

N. Z. Wong1, Z. Kuang1,2
4

1Department of Earth and Planetary Sciences, Harvard University, Cambridge, MA, USA5
2John A. Paulson School of Engineering and Applied Sciences, Harvard University, Cambridge, MA, USA6

Key Points:7

• Different implementations of the Weak Temperature Gradient result in divergent8

model behavior in idealized setups9

• Divergent model behavior is caused by different treatment of baroclinic modes10

Corresponding author: Nathanael Wong, nathanaelwong@fas.harvard.edu

–1–



manuscript submitted to Geophysical Research Letters

Abstract11

The Weak Temperature Gradient (WTG) approximation has been a popular method for12

coupling convection in limited-area domain simulations to the large-scale dynamics. How-13

ever, several different schemes have been created to implement this approximation, and14

these different WTG schemes show a wide range of different results in an idealized frame-15

work. Further investigation shows that different model behavior is caused by the treat-16

ment of the different baroclinic modes by the different WTG schemes. More specifically,17

we hypothesize that the relative strengths of the baroclinic modes plays a large role in18

these differences, and show that modifying these schemes such that they treat the baro-19

clinic modes in a similar manner accounts for many of the significant differences observed.20

Plain Language Summary21

The Weak Temperature Gradient (WTG) approximation uses the fact that tem-22

perature gradients are weak in the tropics to simplify the interaction in the tropics be-23

tween local convection and the broader-scale tropical circulation. However, there are sev-24

eral different schemes that implement this approximation. While they are broadly sim-25

ilar in many aspects, they also differ in the details. Although some previous studies aimed26

to quantify the differences between the implementations in various models, they did not27

delve into the reason behind these differences.28

We investigated the different model behaviors that result when different WTG schemes29

are utilized in an idealized model setup. We show through both mathematical analysis30

of the relevant equations and model runs implementing these different WTG schemes,31

that the resultant model behavior is dependent on how higher-order baroclinic modes32

respond to temperature and buoyancy perturbations in the different WTG schemes. If33

we modify these schemes so that the strength of the response of higher-order baroclinic34

modes is similar, many of these differences in model behavior observed will be reduced.35

1 Introduction36

The Weak Temperature Gradient (WTG) approximation (Sobel & Bretherton, 2000)37

is a simplified framework for atmospheric dynamics in the deep tropics where the Cori-38

olis force is weak. In such a framework, buoyancy gradients in the free troposphere are39

rapidly smoothed out by gravity waves, and thus spatial temperature gradients in the40

free troposphere are small. Local perturbations in buoyancy caused by heating (cooling)41

are assumed to be balanced by vertical ascent (subsidence). Thus, vertical motion is strongly42

coupled to convection within the deep tropics, as opposed to it being a one-way, causal,43

relationship (Raymond & Zeng, 2005). The WTG approximation is therefore a more suit-44

able framework for parameterizing the large-scale circulation in the tropics as opposed45

to directly specifying the large-scale vertical ascent.46

A number of studies (e.g., Raymond & Zeng, 2005; Sobel et al., 2007; Sessions et47

al., 2010; Daleu et al., 2012; Emanuel et al., 2014; Daleu et al., 2015, and others) have48

investigated the WTG approximation framework in small-domain Radiative-Convective49

Equilibrium (RCE) simulations. One common feature found in these studies is that ap-50

plying the WTG approximation can cause a bifurcation in model equilibrium, resulting51

in either: (1) dry, often non-precipitating states, or (2) heavily-precipitating states. Emanuel52

et al. (2014) in particular deduced that these two regimes are analogues to the dry and53

wet regimes of self-aggregation seen in large-domain RCE simulations (Fig. 1a).54

Over time, three main schemes have emerged to implement the WTG approxima-55

tion in models, the: (1) Temperature Gradient Relaxation (TGR) implementation (Raymond56

& Zeng, 2005); the (2) Damped Gravity Wave (DGW) implementation (Kuang, 2008a;57

Blossey et al., 2009); and the (3) Spectral (SPC) Weak Temperature Gradient implemen-58
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Figure 1. When (a) a large-domain simulation is run to RCE, the induced large-scale circu-

lation causes self-aggregation of convection, resulting in the formation of (c) a dry, weakly/no-

precipitating regimes with vertical subsidence and (d) moist, strongly precipitating regimes with

vertical ascent. In (b) small-domain RCE runs, self-aggregation does not naturally occur, but

previous studies have shown that implementations of the WTG approximation that parameterize

the large-scale tropical circulation allow us to attain either of these two regimes.

tation (Herman & Raymond, 2014). More elaboration on these schemes is provided in59

Section 2. Despite the prevalence of these schemes in modelling work for tropical climate,60

they often produce noticeably different results. For example, several studies (e.g. Romps,61

2012b, 2012a; Daleu et al., 2015) show that the TGR implementation results in a ver-62

tical profile that is more top-heavy than the DGW implementation (Fig. S1).63

Although some work has been done to quantify the discrepancies in model results64

when different WTG are used (e.g. Daleu et al., 2015), less thought has been given to65

understanding why these schemes give rise to different results in the first place. Our study66

attempts to bridge the gap between them. In Section 2 we will discuss these three main67

implementations of the WTG approximation in models, explain how we implement them68

in Section 3 and then show in Section 4 that these schemes give markedly different re-69

sults even in idealized setups. In Section 5, we perform a vertical-mode decomposition70

of the WTG schemes, and discuss our results in the framework of Gross Moist Stabil-71

ity in Section 6.72

2 Weak Temperature Gradient Implementations in Models73

Since the WTG approximation was conceptualized by Sobel and Bretherton (2000),74

there are three major schemes neforcing the WTG approximation that are widely used75

in single-column and small-domain cloud resolving modes.76

2.1 The Temperature Gradient Relaxation Implementation77

The TGR implementation directly links local buoyancy anomalies to large-scale ver-78

tical motion. Differences in buoyancy between the single-column or small-domain cloud-79

resolving model and the large-scale environment over a time-scale τ are balanced by the80

vertical advection of potential temperature w∂zθ, such that at a height in the free tro-81

posphere zi the WTG-induced vertical velocity wwtg is given by:82
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wwtg(zi)
∂θ

∂z

∣∣∣∣
z=zi

=
θ(zi)− θ0(zi)

τ
· sin πz

zt
(1)

where zt is the height of the tropopause, θ is the model potential temperature and83

θ0 is the reference large-scale potential temperature. (·) represents the domain-average84

of the variable (·). This implementation was first done by Raymond and Zeng (2005),85

and has been used in a number of other studies (e.g. Sessions et al., 2010; Daleu et al.,86

2012). In contrast to Raymond and Zeng (2005) who fixed zt = 15 km, in our runs we87

allowed zt to vary by setting it to be the level of the cold-point tropopause. We decided88

to let this level fluctuate over time for two reasons: (1) for consistency in our compar-89

ison with the setup of Blossey et al. (2009), and (2) during our experimental runs we find90

that the mean-state tropopause height can change depending on the mean-state of the91

model when the WTG approximation is enforced - a model in a moist, highly-precipitating92

state will have a higher tropopause height compared to a model in a dry, non-precipitating93

state (Fig. S1). To prevent unrealistically large values of wwtg, it is necessary to place94

a lower-bound on static stability ∂θ/∂z. We set (∂θ/∂z)min = 1 K km−1 similar to what95

is donein Raymond and Zeng (2005).96

2.2 The Damped Gravity Wave Implementation97

In contrast to the TGR implementatoin, the link between buoyancy and temper-98

ature anomalies to large-scale vertical motion is derived from the damping of gravity wave99

perturbations in the momentum equations (without Coriolis force) using a Rayleigh damp-100

ing coefficient am:101

u′
t = −1

ρ
p′x − amu′ (2)

v′t = −1

ρ
p′y − amv′ (3)

where the other variables have their usual meteorological meaning. (·)′ represents102

the perturbation of the variable (·) from the large-scale reference profile. Assuming steady103

state, that am is constant with height, and using the ideal gas law, hydrostatic balance104

and mass conservation laws, the momentum equations are transformed into the follow-105

ing governing equation for WTG-induced pressure velocity ωwtg in pressure-coordinates:106

∂2ω′

∂p2
=

k2

am

RdT
′
v

p
(4)

where Rd is the dry gas constant, Tv is the virtual temperature, and k is the hor-107

izontal wavenumber of the gravity wave. As mentioned above, (·) and (·)′ respectively108

denote the domain average of (·) and its perturbation from the large-scale reference pro-109

file. The strength of the implementation is controlled by k2/am. As varying either will110

change model behavior in a similar manner, we keep k = 2π/λ constant, taking λ =111

2600 km and am = 1 day−1 as in Blossey et al. (2009), and multiply k2/am by a di-112

mensionless constant α.113

We note that Kuang (2008a) also derived a similar form using height coordinates114

instead of pressure coordinates, but we used Eq. 4 for consistency with Blossey et al. (2009).115

Furthermore, while we used virtual temperature Tv to be consistent with previous stud-116

ies (e.g. Blossey et al., 2009), we have also verified by replacing Tv with absolute tem-117

perature T that the virtual effect has only a slight impact on our results and does not118

contribute significantly to differences we see across the different implementations.119
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2.3 The Spectral Weak Temperature Gradient120

Herman and Raymond (2014) published an updated version of the TGR implemen-121

tation of Raymond and Zeng (2005). Instead of assuming that gravity waves of all ver-122

tical wavelengths are equally effective in redistributing buoyancy/temperature anoma-123

lies, the relaxation time τj for the j-th vertical mode is τj = j · τ , where τ is the re-124

laxation timescale of the 1st vertical mode. Therefore, we perform a vertical decompo-125

sition of both vertical velocity and scaled potential temperature anomaly as follows:126

w′ =

n∑
j=1

wjGj(z)
θ′

∂zθ
=

n∑
j=1

θjGj(z) (5)

where the vertical modes are of the form:127

Gj(z) =
π

2
sin

(
jπz

zt

)
(6)

where similar to the TGR implementation as above, we decided to let zt fluctuate128

over time. The Spectral Weak Temperature Gradient implementation then assumes that129

strength of the vertical mode of vertical velocity as a function of the vertical mode of130

the scaled potential temperature anomaly is given by wj = θj/τj , such that the spec-131

tral WTG vertical velocity is given by132

w′ =

n∑
j=1

wjGj(z) =

n∑
j=1

θj
τj
Gj(z) =

n∑
j=1

θj
j · τ

Gj(z) (7)

We take n = 32 and neglect higher-order modes as importance decreases as the133

order increases.134

3 Experimental Setup135

3.1 Model Description136

We used the System for Atmospheric Modelling (SAM) (Khairoutdinov & Randall,137

2003) version 6.11.8. The model solves the anelastic continuity, momentum, and tracer138

conservation equations, with total nonprecipitating water (vapor, cloud water, cloud ice)139

and total precipitating water (rain, snow, graupel) included as prognostic thermodynamic140

variables. Simulations are run in three dimensions with doubly-periodic boundaries and141

a horizontal resolution at 2 km to permit clouds, with a horizontal domain of 128 km142

by 128 km. There are 64 vertical levels in our model, with the vertical spacing increas-143

ing from 50 m at the boundary layer to around 500 m at the tropical tropopause, to a144

total height of ∼27 km with a rigid upper-bound. Damping is applied to the upper third145

of the model domain to reduce reflection of gravity waves. A simple Smagorinsky-type146

scheme is used for the effect of subgrid-scale motion.147

In all our experiments, the sea-surface temperature (SST) is fixed at 300 K, spa-148

tially uniform and time-invariant. We run two version of the model: (1) the default ver-149

sion of SAM with the RRTM radiative scheme (Mlawer et al., 1997)), and (2) the ide-150

alized radiative scheme of Pauluis and Garner (2006) that uses a fixed radiative-cooling151

rate of -1.5 K day−1 in the troposphere and Newtonian relaxation when the tempera-152

ture is less than 205 K with a relaxation timescale of 5 days.153
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3.2 Obtaining the Large-Scale Reference Profiles for WTG Simulations154

All simulations involving the WTG approximation require coupling of the model155

to a large-scale profile of the relevant buoyancy-variable (for e.g. in the DGW implemen-156

tation (Eq. 5) this would be virtual temperature Tv). These reference profiles were ob-157

tained by spinning a 10-member ensemble to RCE over 2000 days, taking the last 500158

days for statistics, with separate profiles constructed for full-radiation and idealized-radiation159

simulations. We then take the average of the vertical profiles of temperature and spe-160

cific humidity of these ensemble members to construct the large-scale reference profiles.161

When each model run is initialized, SAM reads in a sounding file containing ver-162

tical heights, pressure levels, and the profiles of potential temperature and specific hu-163

midity in order to construct the initial state of the atmosphere. If the profile is close to164

RCE that is in balance with the time-invariant SST, then the state of the equilibrated165

atmosphere after 1000 days should be close to the initial profile. We reinitialize the model166

with the equilibrated sounding profiles of temperature and specific humidity from our167

10-member ensemble run and repeat this cycle until the root-mean-squared difference168

between the initial and final ensemble-mean temperature profiles was < 0.01 K.169

3.3 Implementing the different schemes into SAM170

Once the models have been spun-up to RCE, we take the average temperature and171

humidity vertical profiles of the 10-member ensemble as the large-scale reference profiles.172

We then enforce the WTG approximation over a range of τ or α (depending on the scheme173

used) values, and run a 5-member ensemble over a period of 250 days for each of the con-174

figurations, taking statistics every hour over the last 100 days. For each member in the175

ensembles, perturbations were made to the initial state of the model, resulting in a mix176

of wet and dry final states. In order to make it easier to obtain both wet- and dry-states177

of the multiple equilibria, we perturbed the large-scale reference profile uniformly in the178

vertical by −0.05 K for another 5-member ensemble, and +0.05 K for a final 5-member179

ensemble respectively.180

In order to showcase the difference between the RCE and WTG states, we imple-181

ment a smooth transition from a pseudo-RCE state (α(t = 0) = τ(t = 0) = ∞) to a182

WTG state (α = α0 or τ = τ0), where α0 and τ0 are the final strength of the WTG183

approximation at t = twtg. In all our experiments, we take twtg = 25 days, which means184

that in our experimental runs the WTG implementations will reach maximum strength185

at 25 days from model startup.186

4 Divergence in Model Behavior with different WTG Schemes under187

an Idealized Model Framework188

Applying the WTG approximation to small-domain models with interactive radia-189

tive schemes results in multiple-equilibria (see Fig. 2i), with permanent wet and dry model190

states both being possible outcomes irregardless of the WTG scheme. Results from the191

different WTG schemes are qualitatively similar to each other and to the results of Emanuel192

et al. (2014) using the MITgcm in single-column mode, but have significant quantita-193

tive differences. As the strength of the WTG adjustment increases, the model eventu-194

ally enters an oscillatory regime where the model rapidly alternates between wet and dry195

states (see whiskers in Fig. 2, and daily-averaged time-series plots in Fig. S2). However,196

we note that the magnitude of these oscillations is very small in TGR simulations com-197

pared to when the DGW and SPC implementations are used.198

In the idealized-radiation framework described in Section 3, model behavior varies199

even more markedly between the different WTG schemes (Fig. 2ii). We see that in the200

DGW framework, while the multiple-equilibrium regime is greatly reduced compared to201

–6–
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Figure 2. Domain-mean hourly-averaged precipitation rate PWTG for the (a) Tempera-

ture Gradient Relaxation (TGR, Raymond and Zeng (2005)), (b) Spectral (SPC, Herman and

Raymond (2014)) Weak Temperature Gradient and (c) Damped Gravity Wave (DGW, Kuang

(2008a); Blossey et al. (2009)) implementations respectively, for the (i) RRTM radiation and

(ii) idealized-radiative cooling schemes respectively. The gray-line denotes RCE time-averaged

domain-mean hourly-averaged precipitation rate µ(PRCE), dots represent the time-averaged mean

for each ensemble member µ(PWTG), while the whiskers denote the 5-th and 95-th percentiles of

the hourly-averaged rates. Yellow indicates µ(PWTG) < 0.95µ(PRCE) for an individual ensemble

member, blue when µ(PWTG) > 1.05µ(PRCE), and green otherwise.

the realistic-radiation simulations, it is still significant and leads into an oscillatory regime,202

similar to the simulations with full-radiative scheme (see the timeseries of daily-averaged203

precipitation in Fig. S3), and the results found by Sessions et al. (2016). However in the204

SPC framework, the bifurcation between the wet- and dry-states of the multiple-equilibrium205

regime is reduced until it is almost indistinguishable from the RCE-mean (though the206

presence of yellow and blue dots in Fig. 2cii indicates that it is not entirely gone). A sig-207

nificant oscillatory regime still exists when the strength of the implementation is large208

(τ < 10 hr). In the TGR framework the oscillatory regime does not even become sig-209

nificant until τ approaches values that are not physical (e.g. τ < 0.5 hr).210

We see that these differences in model behaviour upon the implementation of dif-211

ferent WTG schemes is larger in a simple model framework with idealized radiation (Fig.212

2). The implementation of full interactive radiation serves to mask the differences in model213

behaviour by amplifying the multiple-equilibria regime, similar to how fully-interactive214

radiation has been considered by many previous studies (e.g. Bretherton et al., 2005; Muller215

& Held, 2012; Coppin & Bony, 2015; Holloway & Woolnough, 2016; Wing et al., 2017;216

Pope et al., 2023) to be a key component of self-aggregated convection.217

Therefore, since the contrast between WTG schemes is best shown in model frame-218

works with idealized radiation, the model results in the sections below are limited to ex-219

perimental setups with idealized radiation. Nonetheless, because the model results from220

the DGW and SPC implementations are qualitatively more similar to each other than221

between the DGW and TGR implementations across different radiation schemes, we be-222

lieve that our discussions in Sections 5 and 6 would still be applicable to model frame-223

works with fully-interactive radiation.224
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5 Revisiting the different WTG schemes using a Vertical Mode De-225

composition226

As WTG schemes in general are widely used to couple limited-domain models to227

large-scale tropical circulation, it is important for us to understand the differences be-228

tween these implementations. Similar to Kuang (2008b); Herman and Raymond (2014),229

we decompose both the left- and right-hand-side components of Eq. 4 into linear com-230

binations of the vertical eigenmodes Gj (see Eq. 6):231

ω′ =

n∑
j=1

ωjGj(z)
pT ′

v

T
2 =

n∑
j=1

TjGj(z) (8)

Noting that the equations in the DGW implementation solve not for ω′, but for232

∂zzω
′, we see that ωj and Tj are related to each other as follows:233

−π2

z2t

n∑
j=1

j2ωjGj(z) = ∂zzω
′ =

k2

αam

pg2

RdT
2T

′
v =

1

α
· k2g2

Rdam

n∑
j=1

TjGj(z) (9)

∴ ωj = −Tj

j2
· 1
α
· z2t k

2g2

Rdamπ2

= −Tj

j2
· c
α

(10)

where c =
z2
t k

2g2

Rdamπ2 , and since fluctuations in c depend only on zt, which can be234

assumed to be constant compared to the range of α explored, we can assume that c is235

constant as well.236

A similar analysis of the TGR implementation gives:237

n∑
j=1

wjGj(z) = w′ =
θ′

τ · ∂zθ
=

1

τ

n∑
j=1

θjGj(z) (11)

∴ wj = θj ·
1

τ
(12)

Lastly, analysis of the SPC implementation gives (see Section 2.3):238

wj =
θj
τj

=
θj
j

· 1
τ

(13)

A comparison of Eqs. 10, 12 and 13 show that the higher-order modes in vertical239

velocity associated with the respective higher-order vertical modes of local buoyancy-240

temperature anomalies are different in the different WTG schemes. For a given buoyancy-241

temperature perturbation, the resulting higher-order modes in vertical velocity decrease242

in strength in order of (1) DGW, (2) SPC and (3) TGR respectively. Therefore, the ver-243

tical structure of vertical velocity will be different across the different WTG schemes,244

where profiles from the TGR implementation are likely to have stronger higher-order modes245

compared to the profiles from the DGW or SPC implementations, and this has been well-246

documented (Romps, 2012b; Daleu et al., 2015, see also Fig. S1).247
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6 Bringing the different WTG Schemes together using the Gross Moist248

Stability Framework249

We begin by recalling previous studies which have shown that the basic dynam-250

ics of convectively coupled tropical waves can largely be captured by models which con-251

tain the first two baroclinic modes of the vertical structure of the tropical atmosphere252

(e.g. Mapes, 2000; Majda & Shefter, 2001; Khouider & Majda, 2006; Haertel & Kiladis,253

2004; Kuang, 2008b). Using the first two baroclinic modes and ignoring all higher-order254

terms, we analyze our vertical mode decomposition of the various WTG implementations255

in the context of the GMS framework. Following Raymond et al. (2009); Inoue and Back256

(2015, 2017), we define:257

GMS =
⟨w · ∂zh⟩
⟨w · ∂zs⟩

=
⟨W1 · ∂zh⟩+ ⟨W2 · ∂zh⟩
⟨W1 · ∂zs⟩+ ⟨W2 · ∂zs⟩

(14)

This is the ratio of the lateral export of moist static energy h to the vertical ex-258

port of dry static energy s. W1 and W2 are the first and second modes of vertical ve-259

locity. Taking idealized vertical profiles of the dry and moist static energies shown in Fig.260

3, we see that Eq. 14 can be reduced to:261

GMS =
⟨w · ∂zh⟩
⟨w · ∂zs⟩

≈ ⟨W2 · ∂zh⟩
⟨W1 · ∂zs⟩

=
w2⟨sin(2πz/zt) · ∂zh⟩
w1⟨sin(πz/zt) · ∂zs⟩

(15)

Figure 3. We plot an idealized profile of the (a) first two baroclinic modes of WTG-induced

vertical velocity, (b) vertical profiles of (1) dry and moist static energy and (2) their vertical

derivatives, and lastly (c) the product of the vertical derivatives of the static energys with the (1)

first and (2) second vertical modes of vertical velocity. We see that the lateral export of moist

and dry static energies are dominated by the 2nd and 1st baroclinic modes respectively.

Thus, any change to the GMS is ultimately dominated by the relative strengths262

of the first two baroclinic modes. However, as we have discussed previously, the response263

of higher-order baroclinic modes to a given buoyancy perturbation is different across the264

WTG implementations. For example, because the SPC and TGR implementations re-265

sult in stronger 2nd baroclinic modes, and thus stronger 2nd-order modes of vertical ve-266

locity, it would favour higher GMS magnitudes than the DGW implementation and thus267

–9–



manuscript submitted to Geophysical Research Letters

larger magnitudes of export (or import) of moist static energy. This is in line with the268

characterisation of GMS as a quantity that describes the (de)stabilisation mechanisms269

of convective disturbances in the atmosphere (e.g. Raymond et al., 2009; Inoue & Back,270

2015, 2017). We believe that the ratio wr = w2/w1 therefore constrains how rapidly271

these convective disturbances are magnified/reduced.272

As an example, we consider a moist environment with stronger-than-RCE deep con-273

vection. Such a moist and strongly-convecting environment will often have temperature274

profiles that are warmer in the upper troposphere and cooler in the lower troposphere,275

which in turn will induce the stratiform-like 2nd baroclinic mode that is reflected in the276

vertical velocity profile shown in Fig. 3a. As elaborated by Raymond et al. (2009); In-277

oue and Back (2015, 2017) and many other studies, this stratiform profile of convection278

tends to export GMS and return the domain-mean back to RCE. The greater the value279

wr, the stronger this tendency. As the TGR implementation’s greater emphasis on higher-280

order baroclinic modes naturally results in higher values of wr, we see that in the idealized-281

radiation framework there is no visible bifurcation or multiple-equilibria (Fig. 2aii) when282

the TGR implementation is used. In contrast, higher-order baroclinic modes are weak283

in the DGW implementation, which results in a multiple-equilibria regime and a notice-284

able bifurcation in the resulting wet and dry states (Fig. 2cii).285

We therefore hypothesize that the discrepancies in model behavior when different286

WTG schemes are used can be attributed to the differences in treatment of the baro-287

clinic modes between the two schemes. If we modify the TGR and SPC implementations288

such that the response strength of higher baroclinic modes is reduced, the multiple-equilibria289

regime may appear. To test this hypothesis, we modified the DGW and TGR implemen-290

tations such that only the response of the first two baroclinic modes impact the system291

(note that in such a case, the form of the TGR and SPC implementations would be the292

same), and calculated the WTG-induced vertical velocities for the DGW and TGR im-293

plementations respectively to be:294

ω′ = c1ω1 sin
πz

zt
+ c24ω2 sin

2πz

zt
w′ = c1w1 sin

πz

zt
+ c2w2 sin

2πz

zt
(16)

Figure 4. We show here how the strength of the bifurcation varies with the ratio of

cr = c2/c1 for the (a) DGW and (b) TGR implementations in experimental setups with ide-

alized radiation. As cr decreases, the bifurcation between the wet- and dry-states of the multiple-

equilibria regime increases in magnitude.

where c1 and c2 vary vertical velocity associated with the first and second baro-295

clinic modes to the first and second vertical eigenmodes of the temperature perturba-296

tion.297
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We vary different configurations of c1 and c2 as follows:298

(c1, c2) =

{
0 ≤ c1 ≤ 1 c2 = 1

0 ≤ c2 ≤ 1 c1 = 1
(17)

Similar to Section 3.3, to obtain both wet- and dry-states of the multiple equilib-299

ria, we perturbed the large-scale reference profiles, but this time by ±0.1 K. We used the300

idealized radiation scheme of Pauluis and Garner (2006), and plot the results for α =301

10 and τ = 10 hr in Fig. 4. As postulated above, the presence and strength of multiple-302

equilibria is indeed tied to the ratio of cr = c2/c1, with smaller values of cr resulting303

in stronger bifurcation into the wet and dry equilibrium states. When c1 = 0, there is304

no bifurcation between wet and dry equilibrium states, nor any oscillatory behavior, even305

at much lower values of τ .306

We also note the discrepancy when c2 = 0.5, which is when the idealized TGR307

implementation is equivalent to the SPC implementation (if n = 2 in Eq. 6 of the SPC308

implementation, see Section 2.3). In Fig. 2 we see that the SPC implementation’s multiple-309

equilibria regime is weaker than in Fig. 4 for an equivalent τ . This is presumably due310

to the effect of higher-order baroclinic modes beyond the 2nd-order. We are able to ver-311

ify this by running a modified version of the SPC implementation where Eq. 14 is mod-312

ified to:313

wj =
θj
j2

· 1
τ

(18)

and our results (Fig. S4) show that the multiple-equilibria regime is now visible.314

7 Conclusions315

Implementing different WTG schemes results in different model behavior, especially316

in a simplified framework with idealized radiation. A multiple-equilibria regime appears317

when the DGW implemenation is used, with persistent wet and dry states. When the318

WTG approximation is enhanced more strongly, the model transitions into a regime that319

oscillates between these wet and dry states. However, when the TGR and SPC schemes320

are implemented the multiple-equilibria regime either weakens or vanishes, and the os-321

cillatory behavior only appears in the TGR scheme when the relaxation occurs over un-322

realistically short timescales (τ ∼ 0.1 hr).323

We have shown that these discrepancies in model behavior in this idealized frame-324

work can be attributed to their different treatments of higher-order baroclinic modes.325

Specifically, WTG schemes with stronger higher-order baroclinic modes reduce the like-326

lihood of the multiple-equilibria and oscillatory regimes appearing. We can understand327

these differences in the GMS framework, specifically in reference to how Inoue and Back328

(2017) characterized GMS as a measure of feedback effects to convection. By approx-329

imating GMS as the ratio of export of moist static energy to that of dry static energy330

(Eq. 15, see also Raymond et al. (2009); Inoue and Back (2015)), we see that the choice331

of WTG implementation used will play a significant role in the GMS of the system, par-332

ticularly because the response of vertical velocity to buoyancy perturbations of the dif-333

ferent baroclinic modes are treated differently.334

As we first touched upon in our introduction, while some work has gone into quan-335

tifying the discrepancies in model results when different implementations are used (e.g.336

Romps, 2012a, 2012b; Daleu et al., 2015), less thought has been given to understand-337

ing why different implementations give rise to different results in the first place. We hope338
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that this set of idealized model experiments begins to close the gap between quantify-339

ing and understanding the differences in model results when different WTG schemes are340

used.341

8 Open Research342

The climate model is built upon the System for Atmospheric Modelling v6.11.8 (Khairoutdinov343

& Randall, 2003). Our modified version of the source code for the model is available at344

https://github.com/KuangLab-Harvard/SAM SRCv6.11 (checkout the version 2.2.1)345

and is meant to replace the SRC folder. The Julia Language code that was used in set-346

ting up the model experiments, analyzing our results, and the notebooks used in pro-347

ducing our figures, available at Wong (2023b), and the raw data at Wong (2023a).348
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