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Abstract

We here present a chatbot assistant infrastructure (https://www.ebi.ac.uk/pride/chatbot/) that simplifies user interactions with
the PRIDE database, the most popular proteomics data repository. Our system utilizes two advanced Large Language Models
(LLM), llama2-13b and chatglm2-6b, and includes a web service API (Application Programming Interface), web interface,
and sophisticated algorithms. We have developed a novel approach to construct vector-based representations for enabling the
LLM responses, featuring a curated version and a comprehensive database of relevant links and paragraphs for each generated
response. An important part of the framework is a benchmark component based on an Elo-ranking system, providing a scalable
method for evaluating not only the performance of llama2-13b and chatglm2-6b but also, of any other available and future open-
source LLMs. Throughout the benchmarking process, the PRIDE documentation for external users was refined to enhance the
clarity and efficacy in addressing user queries. Importantly, while our infrastructure is exemplified through its application in the
PRIDE database context, the modular and adaptable nature of our approach positions it as a valuable tool for improving user
experiences across a spectrum of bioinformatics and proteomics tools and resources, among other domains. The integration of
advanced LLMSs, innovative vector-based construction, the benchmarking framework, and optimized documentation collectively

form a robust and transferable chatbot assistant infrastructure.
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Abstract :

We here present a chatbot assistant infrastructure (https://www.ebi.ac.uk/pride/chatbot/) that simplifies
user interactions with the PRIDE database, the most popular proteomics data repository. Our system utili-
zes two advanced Large Language Models (LLM), llama2-13b and chatglm2-6b, and includes a web service



APT (Application Programming Interface), web interface, and sophisticated algorithms. We have developed
a novel approach to construct vector-based representations for enabling the LLM responses, featuring a cu-
rated version and a comprehensive database of relevant links and paragraphs for each generated response.
An important part of the framework is a benchmark component based on an Elo-ranking system, provi-
ding a scalable method for evaluating not only the performance of llama2-13b and chatglm2-6b but also,
of any other available and future open-source LLMs. Throughout the benchmarking process, the PRIDE
documentation for external users was refined to enhance the clarity and efficacy in addressing user queries.
Importantly, while our infrastructure is exemplified through its application in the PRIDE database context,
the modular and adaptable nature of our approach positions it as a valuable tool for improving user ex-
periences across a spectrum of bioinformatics and proteomics tools and resources, among other domains.
The integration of advanced LLMs, innovative vector-based construction, the benchmarking framework, and
optimized documentation collectively form a robust and transferable chatbot assistant infrastructure.

Main

One of the most important aspects of any popular bioinformatics and/or proteomics tool is its public do-
cumentation and training materials [1, 2]. As tools, frameworks, and bioinformatics resources evolve, so do
the corresponding functionalities, algorithms, and the documentation accompanying them. However, crea-
ting documentation that can be used by both new and expert users poses many challenges [3]. Traditional
tools in proteomics and bioinformatics predominantly rely on static formats such as Word/PDF documents,
training websites, or in more advanced cases, video tutorials [2]. However, the use of more advanced methods
such as chatbots, or Al (Artificial Intelligence)-powered automatic assistants remains mainly unexplored.

AT and deep learning algorithms are transforming the field of bioinformatics and proteomics [4, 5]. Large
Language Models (LLMs) in particular, have been explored with success for example in functional protein
design [6-8], and in de novo peptide identification algorithms [9]. Open-source LLMs are gaining momentum,
with models such as llama2-13b [10] and chatglm2-6b (https://huggingface.co/THUDM) demonstrating an
increased stability and scalability (search models available here:https://huggingface.co/models). However,
these models, unlike their commercial counterparts such as ChatGPT (OpenAl), require a comprehensive
framework encompassing APT (Application Programming Interface) integration, web interfaces, and database
construction to optimize their functionality.

The PRoteomics IDEntifications database (PRIDE -https://www.ebi.ac.uk/pride/) [11] is the most popular
data repository for mass spectrometry-based proteomics data, and it is one of the founding members of the
global ProteomeXchange consortium [12]. The PRIDE ecosystem provides software tools, services, APIs,
libraries, and file formats that enable the submission, dissemination, and reuse of public proteomics data.
However, the extent and complexity of PRIDE documentation can make it difficult for new and expert
users to understand specific topics. This often results in time-consuming communications with the PRIDE
helpdesk. To address this issue, new approaches are needed to make PRIDE documentation easier to navigate,
search, and understand. This will help users to optimize their time and enable PRIDE staff to focus on more
complex issues.

Here, we present an infrastructure featuring a web service API, a user-friendly web interface, and specialized
algorithms for the open-source LLMs llama2-13b and chatglm2-6b. Our approach involves the creation of
vector-based representations for LLM responses, the integration of enhanced documentation and the construc-
tion of a comprehensive database. We also evaluated the LLMs using an Elo-ranking benchmarking system
[13], triggering the refinement of the PRIDE documentation. While deployed on the PRIDE infrastructure
(https://www.ebi.ac.uk/pride/chatbot/ ), our open-source framework is adaptable to other bioinformatics re-
sources and omics domains, combining advanced LLMs, innovative vector construction, a benchmarking
framework, and optimized documentation into a robust and versatile chatbot assistant infrastructure.

In this manuscript, first of all, we will describe the developed infrastructure and some of the technical details
related to the implementation and deployment of the chatbot, by using two LLMs: llama2-13b and chatglm2-
6b. Second, we will describe the benchmarking framework developed for assessing the performance of the



LLMs, and the results of our benchmarking. Third, we will describe the functionality of the chatbot web
interface, and finally, we will highlight some conclusions and future perspectives.

Commercial and open-source LLMs frequently fail to provide accurate responses about highly specialized
subdomains/topics due to the generalist nature of the content of the databases that are used for training
them. This limitation in target knowledge can be resolved by integrating private knowledge (e.g. documen-
tation files) with LLMs [14]. A pragmatic strategy entails extracting relevant knowledge as fragments from
training/documentation files, establishing an index database for enabling user queries, and integrating this
acquired knowledge with the existing knowledge base of the model (Figure 1 ). Next, we describe in detail
the developed PRIDE chatbot infrastructure and some technical details involving the two open source LLMs.

Knowledge database indexes creation: To create the vector databases from Markdown-formatted private
documents (the PRIDE documentation in this concrete case), the following steps were followed (Figure 1).
The documents from PRIDE’s user documentation were segmented, converted into vectors, and stored in
two twin vector databases. The first database contains text chunks without Markdown formatting, enabling
similarity searches for user queries. The second database aligns with the knowledge segments identified in
the first database, allowing users to navigate through the PRIDE documentation. By using this approach,
chatbot users can ask questions against the cleaned segmented database, and at the same time get access
to the original links and paragraphs from where the information was extracted. We could name the way to
create the vector database based on PRIDE documents as vectorization or tokenization. The terms come
from the concept of embedding which is defined as a method for mapping discrete entities (e.g. words, images)
into a dense, high-dimensional feature space, effectively transforming them into continuous vectors [15, 16].

Database Management Capability: A new database management component allows developers and
maintainers of the chatbot to manage (add, delete and update) the content of the two vector knowledge
databases (Figure 1 ). The addition function enables the upload of new files, integrating them into the
vector database, whereas the delete function enables the removal of specific files from both databases. The
viewing function provides content visualization and document segmentation structure. Users can inspect all
uploaded files and the segmentation in a tree-diagram format.

Chatbot component : As shown in step three (Figure 1 ), upon the user’s query input, the query is first
transformed into a vector using an embedding model, followed by performing a similarity search within the
database. The top three vectors, in terms of similarity, are converted back into text and combined with the
user’s query in a prompt template, before being processed by the LLM to produce a response.

Currently, the most popular prompt frameworks of LLMs consist of the following elements
(https://github.com/mattnigh/ChatGPT3- Free- Prompt-List): (i) Capacity and Role (CR): this element defi-
nes the desired role one wants the chatbot to assume; (ii) Insight (I): this involves background information
and context relevant to the interaction; (iii) Statement (S): this specifies what one expects the chatbot to
accomplish; and (iv) Personality (P): this dictates the style or manner in which one wants the chatbot to
respond. Based on the above frameworks, we summarized the most proper prompt template for PRIDE
documentation, using llama2-13b and chatglm2-6b (Box 1 ).

More specifically, each pair of <s> and< /s> encapsulates a complete round of dialogue. <s> is used to
indicate the beginning of a sentence or input, and < /s> signifies the end. This helps the model to understand
where an input starts and stops. [INST] is placed at the beginning of the instruction for LLM, and [/INST]
is used to mark the end. The content between [INST/ and [/INST] has two parts: system prompt and user
prompt. The system prompt is encapsulated by<<SYS>> and<< /SYS>> tags, signifying the configuration
of the model’s capabilities and roles, and indicating the preferred style of response, as mentioned earlier,
comprising CR and P. The user prompt represents the questions provided by the users, which should be
placed between< /SYS> and</INST> [https://llama-2.ai/prompting-llama-2/].

As shown in Box 1, we have provided the LLMs with an identity and set of the tasks and requirements to be
accomplished. In this context, we have inserted the relevant chunk retrieved from the vector database, and
in the question part, the user query is included. The open-source llama2-13b and chatglm?2-6b models will



generate an output based on the above two prompt templates. In addition to the LLM’s output, the system
also returns the original, Markdown-formatted text from the alternate database for user reference.

Tracing and monitoring: To assess the performance of the model, each user input (query), the content
extracted from the knowledge base, and the model’s inference results (single or multi-turn) are stored in
a separate database. This database, distinct from the vector knowledge databases, is an SQL database
dedicated to storing plain text. It is exclusively used for the backend data collection needed for user model
evaluation and does not grant management access to users.

Document processing algorithm: Extracted document fragments are segmented using \n#, \n#+#,
and \n##+# as delimiters, creating document fragments that are duplicated and stripped of Mark-
down markers. These segments are then input into vector databases managed by ChromaDB (hit-
ps://www.trychroma.com/ ). Each database entry includes the document file path, a unique ID, and a URL
to the original document in the PRIDE help pages.

LLMs Selection: The primary function of the chatbot is to answer user queries based on sections that are
split from private documents. This task imposes several requirements on LLMs:

e (i) The LLM should be deployable in local infrastructures to ensure the security of the knowledge base
documents.

e (ii) The LLM should be able to process long input texts, due to the varying lengths of knowledge
fragments retrieved through similarity searches from private documents.

e (iii) The LLM should balance performance and cost.

Considering the requirements of our local deployment environment, we chose two specific LLMs: llama2-13b
and chatglm2-6b. llama2-13b is an open-source predictive model trained with 2T tokens, featuring variants
with up to 70 billion (B) parameters. llama2-13b was selected as the optimal LLM due to better performance
than llama2-7B and lower GPU costs than llama2-70B. chatglm2-6b is a low-resource open-source predictive
model developed in China with excellent performance. The latest version, chatglm2-6b, has enhanced context
length capabilities of up to 32 K and requires minimal VRAM, making it suitable for consumer-level hardware.

The proposed framework allows for the deployment, testing and benchmarking of other available and future
LLMs. Before benchmarking llama2-13b and chatglm2-6b, we tested two additional open-source LLMs: the
GPT4ALL (https://github.com/nomic-ai/gpt4all) and mpt-7b-chat (https://huggingface.co/mosaicml/mpt-
7b-chat) models. However, they were excluded from the benchmark due to poor performance on simple
responses (data not shown). The chatglm2-6b model and its corresponding parameters were obtained from
HuggingFace, whereas the llama2-13b parameters were obtained from Meta’s official website.

We next describe the developed benchmark framework for evaluating the responses of the chatbot. We used
the Elo-ranking system as a benchmark to evaluate the performance of LLMs [13, 17]. The Elo-ranking
system was originally designed to rank chess players based on head-to-head comparisons. This method has
been previously used to evaluate and benchmark LLM methods (https://arena.lmsys.org/). We leveraged
this system to compare the llama2-13b and chatglm2-6b models by providing questions to them and ranking
them based on their responses. We conducted three rounds (iterations) of comparisons, and three PRIDE
staff members were involved in the process. The summary of the results is indicated in Table 1 . Using
a database, all responses were traced, and a JSON API endpoint was enabled to retrieve both the given
response and the PRIDE staff evaluations (Supplementary Note 1 ).

We selected 31 frequently asked questions to the PRIDE support team for each iteration. These questions
covered different levels of complexity, being targeted to different types of users, including both new and
more advanced PRIDE users (Supplementary Note 2 ). During the first evaluation, both models failed
to produce correct responses to an 11% of the questions that were evaluated. After carefully improving the
documentation (by including topics that could be used to respond to the provided questions and by also
removing old, outdated documents), the percentage of incorrect responses decreased from 11% to 1.8%.

Interestingly, the llama2-13b model in the first iteration achieved an Elo of 1206, compared to 794 for



chatglm2-6b (a difference of 412 points). However, after carefully improving the documentation and adjusting
the model templates, the difference between the two models was reduced to 90 Elo points, after the third
iteration (Table 1). This indicates that with improvements of the documentation and adjustments to the
model templates, the model’s performance can be significantly improved.

Web interface : The developed framework provides a chatbot assistant interface as the main entry point for
the application (https://www.ebi.ac.uk/pride/chatbot/). Users can select the desired LLM and pose questions
in the input box. After the similar results obtained after the last iteration of the benchmark, we decided
to enable both LLMs, but the default model is llama2-13b. The program searches the database for relevant
documents based on the input and feeds them into the LLM to generate responses. A hyperlink in the lower
right corner of the model’s response provides access to several documents from the database involved in the
Q&A session (Figure 2 ).

In addition, the framework offers several other components to manage the knowledge databases
(Supplementary Note 3 ). The administration visualization component allows users to display the graph
structure of the documentation including the visualization of each section for each documentation topic as
structured in the markdown. Users can also manually administer the content of the knowledge database by
adding, deleting or updating every document used to construct the database (Supplementary Note 3 -
Figure 1 ). The proposed framework was deployed at the European Bioinformatics Institute (EMBL-EBI)
cluster using the GPU capabilities. The GPU node capability has 48 cores, 100 GB of memory and an A100
GPU - NVIDIA.

The chatbot assistant framework holds significant potential for future applications in proteomics and bioin-
formatics training. By integrating advanced LLMs, vector-based construction, benchmarking, and optimized
documentation, the framework enhances user experiences with bioinformatics resources. The integration of
open-source LLMs, such as llama2-13b and chatglm2-6b, provides a flexible and adaptable solution, and the
benchmarking framework creates a basis for assessing and implementing future LLMs.

In this work, we introduce a novel chatbot assistant infrastructure using open-source LLMs for bioinformatics
and proteomics training and support deployed on top of the PRIDE database infrastructure. The system
employs the llama2-13b and chatglm2-6b LLMs, accompanied by a web service API, web interface, and
sophisticated algorithms. The PRIDE chatbot incorporates a unique approach to construct vector-based
representations for LLM responses, enhancing user interactions with bioinformatics resources. LLMs are
susceptible to a well-known issue known as the hallucinations [18], wherein the models generate inaccurate
or misleading responses. However, by benchmarking, and refining the PRIDE documentation, we reduced
the number of wrong and hallucinating responses from the chatbot. Although we aimed to evaluate and
benchmark the LLMs more analytically, using metrics such as word error rate and semantic metrics, we
ultimately relied on a simple human evaluation framework based on Elo ranking to identify hallucinations
and bad responses. We plan to further improve our framework in the future by measuring the accuracy of
each model using other quantification methods.

The developed framework, deployed at EMBL-EBI, can be potentially used by diverse bioinformatics re-
sources from different domains, offering an adaptable and robust chatbot assistant infrastructure beyond the
PRIDE database. The proposed solution could be adapted to other proteomics tools and services such as
search engines, workflow environments or proteomics tools and Consortia such as Mascot, MaxQuant [19],
quantms [20], HUPO-PSI [21] or ProteomeXchange [12]. Additionally, we have refined the PRIDE documen-
tation, which has led to an improvement in the performance of the models. In the near future, we plan to
work with other bioinformatics resources at EMBL-EBI to deploy training and documentation materials.
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Figure 1: Graphical representation of the implementation of the PRIDE chatbot assistant framework. (1)
The first component involves the creation of a vector/index database, utilizing the PRIDE documentati-
on in Markdown format. This process results in the generation of two knowledge databases: one preserves
the text without Markdown formatting, facilitates similarity searches with user queries, and supplies the
identified segments to the LLM. The second database aligns with the knowledge segments identified in the
first, presenting their original documents and the links to the PRIDE documentation.(2) The framework
incorporates a dedicated component to manage the vector database, designed for groups without a bioin-
formatics background. This component allows for the deletion of existing databases, the addition of new
documentation files, and the visualization of the document database structure. (3) The chatbot interface
facilitates the interaction between the users and the LLM and includes the storage of the user queries. This
stored information contributes to the accumulation of questions and answers provided to the model and can
be used to enhance the existing documentation.

Box 1 : Prompt templates for llama2-13b and chatglm2-6b. llama2-13b uses special tags such as <s>,
<[s>, <<SYS>>, <</SYS>>, [INST], and [/INST], which are commonly used in the context of machine
learning and are distinct markers indicating various parts in the llama2-13b prompt template. The chatglm2-
6b template is not like the llama2-13b one It is simpler and is composed only by the context part and the
question part. There are no special tags to indicate different parts or contents in the template. We only need
to describe what the content is, which is enough for chatglm2-6b to understand.

Table 1 : Summary of the results of the benchmark iterations using the Elo ranking method. During each
iteration, we focused on improving the PRIDE documentation in the following ways: including more informa-
tion to address PRIDE staff and users’ questions, removing outdated concepts and deprecated functionalities,
and formatting data to enhance vectorization and improve the final LLMs responses.

Model Iteration 1 Elo  Iteration 1 % Iteration 2 Elo  Iteration 2 % Iteration 3 Elo  Iteration 3 %
wrong wrong wrong
responses responses responses

llama2-13b 1206 11% 1168 5.4% 1045 1.8%

chatglm2-6b 794 832 955

Figure 2 : Screenshot of the PRIDE chatbot web interface. Users can choose one of the two models
llama2-13b or chatglm2-6b. Each time a user asks a question, the chatbot response includes links or sections
from the documentation that were used to create the final response. This helps users to find the relevant
information they seek more efficiently.
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