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Abstract

Conventional vision systems suffer from lots of data handling between memory and processing units. Inspired by how humans

recognize noisy images and the flexible modulation on the timescale of ion dynamics inside an emerging memtransistor, we

report a novel neuromorphic vision system based on the ion-modulated memtransistors. By controlling the ion doping processes

under adequate stimuli strengths, both short-term and long-term ion dynamics can be utilized to deliver energy-efficient data

processing. When dealing with image reconstructions, the short-term accumulation effect of the device can help filter noises in

a set of received noisy images while enhancing the original pattern information. The increased contrast can help distinguish

the actual contents. To demonstrate systematic performances with the reconfiguration of devices, we extract the nonlinear

relationship between channel conductance variation and the amplitude of gate pulses into the network-level simulation. Also,

with the nonvolatile conductance change characteristic, the task of recognizing noisy images is performed to verify the versatility

of ion-modulated memtransistors in the neuromorphic artificial vision systems.

Corresponding author(s) Email: tengzhang@pku.edu.cn yuchaoyang@pku.edu.cn
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ToC Figure

Inspired by how humans recognize noisy images and flexible modulation on the timescale of ion dynamics,
we proposed a novel neuromorphic vision system based on the ion-modulated memtransistors. By utilizing
the reconfiguration abilities, which include nonvolatile conductance change characteristics and short-term
filtering or nonlinear activation, the task of recognizing noisy images can be performed in a more energy-
efficient manner.

Introduction

In the past few decades, computer vision (CV) has achieved considerable progress with advanced intelligent
algorithms and computing hardware. [1-3] However, most image-data-based processing algorithms require a
large number of parameters that are usually stored in the memory module, which will cause frequent data
transfer between memory and processor when the systems receive sensor information.[4, 5] Inspired by the in-
memory computing feature in the human brain and combined with modern deep neural networks (DNN), the
crossbar arrays made of emerging nonvolatile memories (eNVM) are implemented to accelerate the multiply-
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accumulate (MAC) operations which dominated mostly in DNN.[6-10, 37] In addition to the synaptic devices
exploration, recently, as also the core components of neuromorphic computing, there was plenty of research
about searching for the hardware implementation of neurons based on emerging materials and devices.[11-14]

For instance, the memristive neurons, including Mott memristors,[15-19] redox memristors,[20, 21] phase-change
memristors,[22]etc, all of them can emulate the leaky integrate-and-fire (LIF) function of biological neurons.

However, the device type and materials between the hardware implementation of synapses and neurons
usually differ from each other, which will cause additional fabrication costs in large-scale integration and
severe limits on the scalability for further applications.[15, 21] Nowadays, many researchers put forward the
idea of reconfiguring device’s functions on the same hardware platform.[14, 23-25] One of the studies made use
of reconfigurable synaptic and neuronal functions in the V/VOx/HfWOx/Pt memristors for spiking neural
network,[23] manipulating the ion distributions in HfWOx memristors to enable devices working on different
modes.

Moreover, inspired by how neurotransmitters modulate human neural networks, investigators tend to exploit
moveable ions, such as H+, Li+ and O2-,[24, 26-30] to regulate the electrical properties of materials, which
has made neuromorphic hardware advance a big step. For instance, by changing the local distribution of
hydrogen ions, researchers have demonstrated the reconfigurable perovskite nickelate electronics for reservoir
computing and incremental learning.[24]

In a complete neuromorphic system, it is also critical to pre-process external information after sensing from
the outside world. Most of the information humans receive is obtained through vision, simulating the vision
systems of humans is of great importance to the artificial perception system.[31] There were also many
explorations about building an artificial vision system to process the data correlated with vision. However,
little effort had been devoted to combining the reconfiguration ideas with energy-efficient neuromorphic
vision systems, which can help reduce complexity of the system.

Inspired by ionic regulation methods and reconfiguring advantages, we propose an energy-efficient vision
system based on reconfigurable ion-modulated memtransistors. With different stimuli ranges, the temporal
scales of ion dynamics inside the devices can be well controlled. As for the short-term dynamics, the
accumulation effect can help filter the random noises and enhance the original patterns simultaneously,
which was demonstrated in the reconstruction from a set of noisy images. After that, we investigate the
relationship between the channel conductance changes and stimuli amplitudes. The observed nonlinear
relation can both be used for softplus-like neurons and filtering units. By changing external stimuli, long-
term channel conductance modulation can also be achieved to implement weight storage. Based on the
above considerations, we present an architecture for neuromorphic vision systems based on the reconfigurable
ion-modulated memtransistors. In the system-level performance demonstration, an artificial neural network
(ANN) was implemented to recognize the Fashion-MNIST datasets where the filtering units, synapse weights
and activation neurons were all based on the ion-modulated memtransistors. Through detailed analysis
and testing of the mapping strategies and noises on the network-level performances, we prove that the
neuromorphic vision system can help recognize images in practice with relatively high accuracy and improved
robustness.

2. Results and Discussion

2.1. Brain-inspired visual processing system based on ion-modulated memtransistor.

According to the experiments conducted by Treichler,[32] 83% of the information received by human come
from vision, so the visual system plays a crucial role in the perception of the human brain. Figure 1 a shows
conventional image recognition systems, which mainly include the sensor array, memory module, computing
unit (e.g., CPU) and post-processing unit (e.g., GPU). First, raw image data are received by the sensor chip,
and then the sensor data get stored in the memory devices for subsequent processing. Due to the more-or-less
influences caused by the environmental change, the raw data generally carry some noise, so the denoising
algorithm is deployed in the computing unit. Massive data are transferred between computing units and
memory devices before the algorithm converges. After that, the pre-processed images are sent to the post-
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processing units, which perform the final classification based on the neural network algorithm. Similar to the
data transfer between pre-processing units and memory devices, the neural network parameters are mainly
stored in the memory module. Plenty of data need to be transferred frequently between the post-processing
units and memory module when implementing the inference.

Given the large amount of data handling, the delay and power consumption get much increased for the con-
ventional image recognition system. Introducing some denoising algorithms also increases the computational
complexity of the whole system. For human visual systems, the identification of noisy images is rapid and
accurate. Figure 1b presents the human visual system. External information is delivered to the retina of the
human eye, then the rod cells and cone cells in the retina integrate the original information. This integrated
information is transmitted through the optic nerve to the visual center of the brain. After computing in the
network of neuronal cells located in the cerebral cortex, the concrete images were finally identified.

Compared with traditional hardware visual recognition systems, human visual systems are more tolerant
of errors, while processing complexity and energy consumption are both at ultra-low levels. Inspired by
that, we propose an artificial visual system based on reconfigurable ion-modulated memtransistors (Figure
1c) by limiting the range of signal strength applied to the gate, which enables the device to act as the key
parts for different modules. These different modules mainly include 1) filtration units that simulate the
function of cells on the retina which execute the information pre-processing; 2) accelerating the in-memory
computing unit of the matrix-vector multiplication (MVM) used for image classification inference. And 3)
nonlinear activation of neurons after receiving synaptic weighted calculations. By elaborately utilizing ion
dynamics with different temporal scales which can be controlled inside the device, image recognition can be
implemented more efficiently and reliably.

2.2. Tunable ion dynamics and plasticity of the ion-modulated memtransistors

Figure 2 a shows a schematic diagram of an ion-modulated memtransistor, in which amorphous NbOx

acts as the channel material. As a strongly correlated transition metal oxide, NbOx has an intrinsic low
conductance level and sensitivity to ion doping, allowing the system to be easily modulated under ion doping
with lower power consumption.[33-36] Figure 2b shows the top view of the device under an optical microscope
and the cross-sectional transmission electron microscope (TEM) images can be seen in Figure 2c. The
detailed process of device fabrication is presented in the Experimental Section. The spatial mapping of
dominant elements using energy-dispersive X-ray spectroscopy (EDS) is shown in Figure 2d, including O, P,
N, Nb, Si, Ti and Au elements. Also, an EDS line scan through the red arrow in Figure 2d is conducted,
which is illustrated in Figure 2e. To fabricate the amorphous LiPON ion conductor, the Li3PO4 target
was deposited by the RF magnetron sputtering under N2 flow of 10 sccm, where the reaction between
Li3PO4 and N2 will happen, enabling nitrogen atoms to get into the Li3PO4 to form LiPON. In the element
characterization, we can see that nitrogen elements are evenly dispersed within the electrolyte layer, forming
an amorphous LiPON fast ion conductor. Specific doping modification processes can be seen in Figure 2f.
With the introduction of nitrogen atoms into the initial lithium phosphate crystals, the oxygen atoms in
the original lattice will be replaced, including both bridge oxygen atoms and non-bridge oxygen atoms, so
that the reticular crosslinking structure in the system increases significantly and enable lithium ions to move
more easily in the electrolyte.

To measure the memory effect of the ion-modulated memtransistor, forth and back sweeps were conducted
on gate bias from -6 V to 4 V, with the small drain-source voltage kept at 0.1 V, anticlockwise hysteresis for
the channel current can be observed in Figure 2g, the average on/off ration at 0 V gate bias for the thirty
sweeps is approximately 125. The insets in Figure 2g show the ion dynamics while under different stimuli
ranges, as Li ions in the LiPON electrolyte are driven to approach or get away from the interface between
the electrolyte and the channel under the positive or negative gate bias, which could reversibly modulate the
channel conductance. For instance, under the positive gate bias, the electric field will drive the cationic Li
ions to migrate to the channel interface, which can form the electric double layer; if under the strong electric
field, the moved ions maybe intercalate the deficient sites within the amorphous NbOx, the electrochemical
reaction will take place in that, which will lead the reduction of Nb5+ to Nb4+ and the generation for the
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extra defect energy level. The different sites for the Li ions gathered with respect to the channel correspond
to different ionic temporal dynamics, which will be explored in the following experiments. Figure 2h collects
the statistical drain current at the on-state or off-state for 0 V gate bias, and both fluctuations are at
relatively lower levels. Also, as shown in Figure 2i, the gate leakage current is limited under the sub-nA,
which keeps the programming energy ultra-low. Figure 2j and 2k present the transfer curves at different
dynamic ranges and sweeping rates, respectively, and the corresponding gate leakage current can be seen in
Figure S1 and S2, Supporting Information, as the larger sweeping bias and slower sweeping rate can induce
the more prominent increase of the drain-source current.

To explore the relationship between the amplitude of the gate bias and the temporal scale of ion dynamics,
a train of gate pulses with different amplitudes (1 V to 5 V) was applied while keeping both the pulse width
and interval at 100 ms. As shown in Figure 3 a, increased amplitudes raise more significant channel current
and the changes are more likely to be retained after the gate pulses removing, which implies that the memory
effect transferred from short-term to long-term. To investigate the short-term memory effect, different pulse
widths with fixed amplitude at 2 V, and different pulse amplitudes with fixed widths at 200 ms were applied
to the device. The results are shown in Figures 3b and 3c, with more intense stimuli, the channel current
reaches a higher level. In addition to the single pulse testing, we also applied a pair of positive pulses with
different intervals on the gate to explore the paired-pulse facilitation (PPF) effect of the ion-modulated
memtransistor. As illustrated in Figure 3d, the accumulative effect is represented by the ratio of the peaks
of drain-source current change induced by the applied pulse pairs (PPF ratio), the relevance between the
PPF ratio can be described by a double exponential decay function: 1+C1e-Δτ/τ1+C2e-Δτ/τ2, the two time
constants after fitting are 999.78 ms and 163.62 ms respectively. Similarly, spike-rate-dependent plasticity
(SRDP) was investigated in Figure 3e, ten pulses with frequencies of 25, 10, 5, 2 and 1 Hz (2.5 V, 100 ms)
were applied to the device, and a more substantial cumulative effect could be observed in the pulse train
with higher frequency.

As for long-term ion dynamics investigation, as shown in Figure 3f, different numbers of more strong pulse
stimuli (5 V, 200 ms) were applied, and the channel current was continuously monitored by the constant
small bias (0.2 V) at the drain side. It can be seen that the channel current change could be retained under
strong stimuli, which is different from that channel current decaying back to the initial state in the short-term
memory. In Figure 3g, we fixed the number of strong gate pulses while varying the amplitude, and the final
retained channel current change could be more prominent under the larger gate pulses. In Figure 3h, eight
distinguished states were selected to test their retention for 100 s after the removal of gate pulses with 0.2
V bias applied on the drain terminal. To quantitative describe the device state retention ability, we define
a coefficient by the relative drain-source current change concerning the initial level between the current at 0
s and 100 s and all the coefficients about the current change maintained at the lower level. Besides, longer
duration of channel conductance of two states with a ratio of 60 was measured, which is shown in Figure
3i. Then 50 distinguished states were shown in Figure 3j, implying that the device state can be tuned to
much more levels. And the long-term channel conductance modulation by the gate pulse is shown in Figure
3k, 50 identical positive and negative gate pulses (8 V/-6 V, 100 ms) and 10 cycles of bidirectional analog
switching were sequentially applied, and 50-level reproducible switching can be achieved.

The above results show that ion-modulated memtransistors both possess short-term and long-term ion dy-
namics and can be modulated flexibly by adjusting the amplitude of stimuli, which makes the devices vital
blocks for different parts of the artificial neuromorphic vision systems.

2.3. Image reconstructions through short-term accumulations of the ion-modulated memtran-
sistors

For human beings, identifying and reconstructing the original images from a series of noisy images is simple
and fast, as shown in Figure 4a. It is difficult to identify the original images from each of these series alone.
However, it is easier to identify them once they are presented subsequently, which gives inspiration that we
can take advantage of the short-term memory features of the devices to extract the real content behind a
series of disturbing images. First, we convert the pixel values of different time points corresponding to the
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same location of the images into electrical pulses, using binary images and four different time points for the
convenience of testing, as shown on the right of Figure 4b. After that, the converted electrical pulses were
applied to the gate of the devices with 0.2 V drain-source bias for reading. Pixel values 1 and 0 correspond
to pulse amplitude values of 3 V and 0 V respectively while keeping the width at 100 ms and the period at
150 ms. A combination of spatio-temporal information corresponding to the final drain-source current was
summarized in the left of Figure 4b. The three patterns corresponding to the letters ‘X’, ‘Y’ and ‘Z’ with
some random noises added manually, which makes it hard to identify exactly which letter of each image
among them. Then these converted electrical pulses were fed into the ion-modulated-memtransistors-based
array according to the previous spatiotemporal information encoding scheme, as schematically depicted in
Figure 4c. Detailed encodings for each letter can be found in Figure S3, Supporting information. Finally,
the resulting channel current changes are summarized, as shown in Figure 4d. The specific current variation
for each pixel can be found in Figure S4, S5 and S6, Supporting Information. The reconstructed images
can show the original letter patterns more clearly, implying that the original feature information with extra
noises can be accumulated and filtered at the same time, the signal-to-noise ratio can be improved and the
original factual information then can be recognized.

2.4. Full-hardware neuromorphic vision system based on reconfigurable ion-modulated mem-
transistors

Since the directional movement of ions in the electrolyte needs to surmount potential energy barrier, and the
additional silicon oxide layer also causes an inevitable voltage drop, the short-term response of the device has
a nonlinear relationship with the amplitude of external stimuli. To investigate the nonlinear response, we
applied a series of identical pulses to the device, ranging in amplitudes from 0.2 V to 3.6 V. The corresponding
increases in drain current were shown in Figure 5a. The drain current at the end of the last stimuli pulse
and the first pulse stimuli were summarized in Figure 5b and 5c, respectively. To take the relation between
the drain current responses and stimuli amplitude into systematic computation, a softplus-like function (
y=aln(1+ebx) ) was adopted to fit the experimental results.

In artificial vision system, images captured by image sensor are often distorted by various noises, such as
electrical noise, mechanical noise, channel noise and other noises, during generation and transmission. To
suppress noise, improve image quality, and facilitate higher-level processing, image denoising is performed
using the short-term dynamics of the ion-modulated memtransistors, as illustrated in the inset of Figure
5b. During inference, the MVM is often performed by applying a short pulse on the bit line. We use the
channel current change characteristic after the single-pulse stimulus in the operation of neuron activation
in the inference, which is shown in the inset of Figure 5c. The schematic of the basic neural network
architecture for the neuromorphic vision system is demonstrated in Figure 5d, mainly including filtering
units for denoising, synapses for MVM and hardware softplus neurons for nonlinear activation. Then the
artificial neuromorphic hardware systems for visual information processing were proposed based on the
ion-modulated memtransistors, as shown in Figure 5e. After stimulating by the encoded electrical pulses
in the filtering units, the drain currents were transferred into voltage pulses in a linear mapping relation.
Then the converted voltage pulses were fed into the Computing-in-Memory array to perform MVM. The
basic cell consists of one transistor and one ion-modulated memtransistor (1T1M), in which the transistor
is responsible for selective programming and retention enhancing. Finally, the cumulative current after the
MVM is converted to voltage pulses and then applied on the gate to utilize the softplus-like response to
achieve the nonlinear activation.

As shown in Figure 6 a, we simulated multilayer perception (MLP, inset in Figure 6a) for the evaluation of
the network-level performance using the ion-modulated memtransistor for softplus neurons. The simulation
details can be found in the Experimental Section, there was almost no difference in the testing accuracy
between the standard software softplus neuron and the hardware softplus neuron. Unlike weight updating,
there is supposed to be no accumulation in the device state for the application of neuron function. To avoid
the transition between short-term memory and long-term memory, it is necessary to impose a constraint on
the amplitude of gate pulses. We define the viable upper limit amplitude of the gate pulses as cutoff voltage,
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with minimizing the cutoff voltage, the accumulative effect can be overcome and programming energy can
be saved. As shown in Figure 6b and 6c, there is no significant difference in the network performance
with cutoff voltage in the interval between 3.0 V and 3.5 V. However, a noticeable degradation took place
when the cutoff voltage reached 2.9 V. Moreover, after reducing the cutoff voltage below 2.8 V, there is
no classification ability for the neural network, with the accuracy all about 10%. After investigating the
adequate upper limit of gate pulses, we set the cutoff voltage as 3 V. To characterize the endurance of the
devices, a train of pulses of 3 V was applied on the device gate. Figure 6d shows no sign of ON/OFF ratio
degradation up to 2000 cycles, implying that there is no need to reset the device to the initial state with the
help of peripheral circuits. The spontaneous decaying characteristic can ensure repeated activations in the
inference. As for the noisy nature of the diffusion of the random ions, we explore the influence on the neural
network performance under the noise of the hardware softplus neuron. It can be seen in Figure 6e that
the neural network can tolerate the considerable noise level of the hardware softplus neuron, implying the
robustness for the ion-modulated memtransistor configuring as the neuron function, the hardware softplus
functions with Gaussian noise of different standard deviation were also compared in Figure S7a, Supporting
Information, and the collection of testing accuracies for the network concerning the neuron function was
demonstrated in Figure S7b, Supporting Information.

Following the discussions about hardware softplus neuron implementation, we choose the cutoff voltage
of 3 V and noise level of 10% for the subsequent investigation of the filtering function of ion-modulated
memtransistors. Firstly, we compared the same images in three different states: 1) Original; 2) With 10%
Gaussian noise; 3) After softplus-like function filtering; and the results are shown in Figure 6f. Compared
with the noisy images, after filtering, background noises could be suppressed and critical image information
got enhanced. Although there was an overall reduction in the specific pixel value, the shape could still be
distinguished by the enhanced contrast with the background noises. As shown in Figure 6g, after filtering
by the device nonlinearity, the testing accuracy got a significant increase from 11.66% to 77.96%, and the
corresponding confusion matrix in Figure 6h demonstrated improved classification accuracy by filtering the
image noises. One of the determining factors of the specific filtering function is the mapping gate voltage
range. As illustrated in Figure S8, Supporting Information, there are some differences among the filtering
functions of different starting mapping gate voltages. As shown in Figure 6i, the suitable range of the starting
mapping gate voltages was located between 1.5 V and 1.8 V. In the following investigations, the filtering
function started mapping from 1.5 V and ended at 3 V. Moreover, one of the typical testing images with
different levels of Gaussian noises was demonstrated in Figure 6j, and the final testing accuracies among the
original images, noisy images and filtered images were compared in Figure 6k, implying the neuromorphic
vision systems can process images with considerable noises which is even hard for the human being to
recognize. Finally, we also discussed the impact of different drain biases on device performances. As shown
in Figure S9, Supporting Information, with the increase of drain biases, the decaying speed also got boosted,
but there were no notable differences in the decaying characteristics when the biases were beyond 0.3 V.
Although increased decaying speed can help reduce the delay in the inference, as shown in Figure S10,
Supporting Information, the drain current also got increased with the higher drain bias, which will cause
extra energy costs for computing. Therefore, final drain bias was set at 0.2 V for tackling the dilemma.

3. Conclusion

We have reported a novel memtransistor of which the channel conductance can be modulated by the ions
doping and dedoping under the electric field driving. By adjusting the amplitude of the gate stimuli,
both short-term and long-term memory can be realized. Short-term memory effect, such as PPF, SRDP
and single pulse stimuli parameters were investigated. Retention, multi-states, LTP and LTD were also
acquired to exploit the long-term ion dynamics. By using the short-term accumulation effect, we implemented
pattern reconstruction from a set of noisy images. Owing to the energy barrier for ions moving and the
inevitable voltage drop on the passivation layer, nonlinear short-term responses can be utilized for hardware
softplus neurons and filtering units. By reconfiguring the temporal scales of ion-modulated memtransistor,
we proposed an artificial neuromorphic vision system in which filtering units, synapses and activation neurons
were constructed with the memtransistors. Moreover, we performed system-level simulations of hardware

7
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neural networks with the ion-modulated memtransistors. All the experimental and simulation results suggest
the proposed ion-modulated memtransistor can reduce the delay and energy cost in classifying the noisy
images, and thus provides an energy efficent way to construct neuromorphic artificial vision systems.

Figure 1. An artificial vision system based on reconfigurable ion-modulated memtransistors inspired by
the human visual recognition system. a) Schematic diagram of the conventional image recognition systems,
including image denoising and classification algorithm running on the processors. b) Schematic illustration of
the human visual system, the optic nerve fibers transmit impulses to the visual cortex when receiving stimulus
at the retina from images of the outside world. c) Proposed neuromorphic artificial vision systems based
on the reconfigurable ion-modulated memtransistors, which can act as filtering units, in-memory inference

8
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weights and activation neurons simultaneously.

Figure 2. Material characterization and basic DC electrical measurements of the ion-modulated memtran-
sistor. a) Schematic of the ion-modulated memtransistor structure, the channel and solid-state electrolyte are
composed of niobium oxide (NbOx) and lithium phosphorous oxynitride (LiPON), respectively, and silicon
oxide act as the passivation layer to keep the electrolyte from oxygen and moisture. b) Optical microscope
of ion-modulated memtransistor. c) the cross-sectional TEM image of the central part within the device.
d) Elemental mapping of the materials in the device for O, P, N, Nb, Si, Ti, and Au, respectively. e) The
line scan EDS of the device cross-section, which corresponds to the red arrow in d). f) Crystal structure of
lithium phosphate is composed mainly of (PO4)3- tetrahedrons, and lithium ions that are closely bonded to
oxygen atoms. In the right part,the P-N and P=N bonds are formed when the nitrogen atoms are doped in
Li(PO4)3 crystal. g) Transfer curves of the ion-modulated memtransistor with gate bias swept from -6 V to
4 V at the sweeping rate of 0.53 V/s, which exhibiting counterclockwise hysteresis and the average on/off
ratio at 0 V gate bias is approximately 125, the corresponding drain current Id is monitored by applying
small 0.1 V DC bias at the drain terminal. The grey lines represent the results of thirty continuous DC
sweeps, and the red line represents the average value of these curves. h) Statistical data of drain current Id
at the on-state or off-state within thirty DC cycles. i) Leakage currents(Ig) variation corresponding to the
DC sweeps in g) show the maximum is below 800 pA, which can help reduce energy cost when programming
the device. Transfer curves at different sweeping dynamic ranges. j) and sweeping rate k), the drain-source
bias is still kept at 0.1 V.
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Figure 3. The reconfigurable short-term and long-term ion dynamics with different ranges of stimulus at
the gate terminal. a) The rise of drain current (ΔId) induced by a chain of ten consecutive pulses, with
amplitude ranging from 1 V to 5 V, which shows the conductance change changing from short term to long
term. ΔId triggered by pulses of different widths b) and amplitudes c) were also conducted to evaluate the
short-term ion dynamics in the ion-modulated memtransistors. d) PPF index as a double-exponential decay
function of the interval between two pulses, and the red line revealed the fitting results. e) Drain current
concerning different pulse frequencies from 1 Hz to 25 Hz, illustrating that the higher stimuli generate
more prominent channel current enhancement. To explore the long-term ion dynamics, the relationship
between the final drain current of the number f) or considerable amplitude g) of applied pulses is shown.
h) Retention performance of eight states of the memtransistor was recorded for 100 seconds. The relative
change of conductance is defined as the difference between the initial conductance and final conductance of
the device concerning the initial conductance. i) To test the conductance maintenance capacity in longer
time scales, two of the many states were selected to perform that. j) Fifty distinguished states were picked to
show the analog characteristic of ion-modulated memtransistor. k) Analog states update in both potentiation
and depression is shown with 50 pulses of 8 V and -6 V, in which widths were both set at 100 ms. Data are
collected from 10 cycles of the LTP and LTD updates.
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Figure 4. Image reconstructed through the accumulative effect of short-term ion dynamics. a) Schematic
of image reconstructing process through a set of images with random noises added on the original image by
the human brain. b) Different channel current changes induced by the encoded pulse train of spatiotemporal
information. c) A series of pictures with random noise in contrast with the original image was sent to the
array continuously, in which the array consisted of ion-modulated memtransistors. d) Experimental results
of images reconstructed through the short-term ion dynamics, where the drain current at the end of stimuli
represents the value for each pixel.
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Figure 5. Ion-modulated memtransistors reconfigured as different parts of the neuromorphic vision systems.
a) The drain current increases under a train of different amplitudes of gate pulses (from 0.2 V to 3.6 V,
100 ms width and 50 ms interval). b) The drain current at the end of the last stimuli pulse as regards the
pulse amplitude, inset shows this relation can be harnessed in filtering image noises. c) The drain current at
the end of the first stimuli pulse with respect to the pulse amplitude, inset shows this characteristic can be
utilized in the nonlinear activation function. d) The schematic of fundamental neural network architecture,
including filtering units, synapses and softplus neurons. e) The hardware systems based on the ion-modulated
memtransistors. The different temporal scales of ion dynamics were utilized in different key parts of this
neuromorphic vision system.
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Figure 6. The systematic simulation results for the hardware softplus neuron and filtering unit utilization
in the neural network. a) Evolution of the testing accuracy with training epoch between software softplus
neuron and hardware softplus neuron applied in the multilayer perceptron (MLP), and main parameters of
this MLP are shown in the inset. b) The neural network performances of different cutoff voltages of the
hardware softplus neuron. c) The summary of the final testing accuracy for the cutoff voltage, the inset
shows the operated region under the constraint of cutoff voltage. d) Endurance testing of the ion-modulated
memtransistor as hardware softplus neuron, the peak current and the resting current during pulse stimuli (3
V,40 ms) were recorded for 2000 cycles. The drain current change under the single gate pulse was shown in
the inset. e) The investigation of the testing accuracies concerning the different-level noises on the hardware
softplus neuron and the hardware softplus neuron function with Gaussian noise of standard deviation of 1.0
is depicted in the inset. f) The comparison among randomly selected images at the original state after adding
10% Gaussian noise and after filtering by the nonlinearity of the device. g) The testing accuracies evolution
for the original images, noisy images and filtered images. h) The confusion matrix for the Fashion-Mnist
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classification results for the images with 10% Gaussian noise and after filtering the noises, respectively. i)
Final recognition accuracies for different mapping strategies of different starting operation voltages applied
at the gate, comparing among the original images, noisy images and filtered images. j) One of the testing
images with different levels of Gaussian noises (std=10%, 20%, 30%). k) Testing accuracies among the
original images, noisy images and filtered images regarding the standard deviations ranging from 2.5% to
30%.

4. Experimental Section

Fabrication of ion-modulated memtransistor : The ion-modulated memtransistors were fabricated on SiO2

substrates. First, 5 nm Ti and 25 nm Au were deposited on the substrate through electron-beam evaporation,
in which electron-beam lithography was used for patterning. After the source-drain electrode was formed
by the lift-off process, the second electron-beam lithography process was carried out to pattern the channel
region in the size of 10 um 10 um, then 60 nm NbOx was deposited on the source-drain contact by magnetron
sputtering followed by the lift-off process to form the channel. After that, 120 nm LiPON and 50 nm SiO2were
prepared by magnetron sputtering as the electrolyte and passivation layer followed by the third electron-beam
lithography process. After sputtering was done, the lift-off process was utilized to remove excess material.
Finally, after the fourth electron-beam lithography process, 10 nm Ti and 220 nm Au were deposited using
electron-beam evaporation. After the last lift-off process, the pads for all the terminals of this device were
all completed.

Material characterization : To analyze the material component of the ion-modulated transistors, the TEM
samples were prepared firstly by the focus ion beam (FIB) technique (Helios G5 UX). After that, TEM, as
well as EDS tests were performed on Talos F200X G2 systems.

Electrical Measurements : All the electrical measurements were performed using an Agilent B1500A semi-
conductor parameter analyzer. In the pulse testing part, the pulse signal was applied on the gate electrode
while the drain-source channel was always under 0.2 V bias.

Simulations : To demonstrate the neuromorphic artificial vision systems based on ion-modulated memtransis-
tors, we adopt the multilayer perceptrons model with the structure of 784-400-200-10, and the Fashion-Mnist
was chosen as the testing dataset, which includes ten classes of daily outfits. All the simulations used the
backpropagation algorithm to update the connected weights in the neural network. In the simulation of the
hardware-softplus neuron function, we take them into the hidden layer and the output layer, the activation
of which was applied a softmax followed by a logarithm. Besides, in the simulation of the filtering unit, we
added the softplus-like function before the input layer, with other structures unchanged.
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