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Abstract

σ factors are essential parts of bacterial RNA polymerase (RNAP) as they allow to recognize promotor se-

quences and initiate transcription. Domain 1.1 of vegetative σ factors occupies the primary channel of RNAP

and also prevents binding of the σ factor to promoter DNA alone. Here, we show that domain 1.1 of Bacillus

subtilis σ A exists in two structurally distinct variants in dynamic equilibrium. The major conformation at

room temperature is represented by a previously reported well-folded structure solved by nuclear magnetic

resonance (NMR), but 4% of the protein molecules are present in a less thermodynamically favorable state.

We show that this population increases with temperature and may represent as much as 20% at 43.5 * C. We

characterized the minor state of the domain 1.1 using specialized methods of NMR. We found that, in contrast

to the major state, the detected minor state is partially unfolded. Its propensity to form secondary structure

elements is especially decreased for the first and third α helices, while the second α helix and β strand close to

the C-terminus are more stable. In summary, this study reveals conformational dynamics of domain 1.1 and

provides a basis for studies of its interaction with RNAP and effects on transcription regulation.
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σ factors are essential parts of bacterial RNA polymerase (RNAP) as they allow to recognize promotor sequences and initiate transcription.
Domain 1.1 of vegetative σ factors occupies the primary channel of RNAP and also prevents binding of the σ factor to promoter DNA
alone. Here, we show that domain 1.1 of Bacillus subtilis σA exists in two structurally distinct variants in dynamic equilibrium. The major
conformation at room temperature is represented by a previously reported well-folded structure solved by nuclear magnetic resonance
(NMR), but 4 % of the protein molecules are present in a less thermodynamically favorable state. We show that this population increases with
temperature and may represent as much as 20 % at 43.5 ◦C. We characterized the minor state of the domain 1.1 using specialized methods of
NMR. We found that, in contrast to the major state, the detected minor state is partially unfolded. Its propensity to form secondary structure
elements is especially decreased for the first and third α helices, while the second α helix and β strand close to the C-terminus are more
stable. In summary, this study reveals conformational dynamics of domain 1.1 and provides a basis for studies of its interaction with RNAP
and effects on transcription regulation.
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Introduction. Transcription of DNA into RNA performed by RNA polymerase (RNAP) is a key process in any living organism.1

Unlike in eukaryotes, there is only a single type of RNAP in bacteria. It is an enzyme composed of several subunits. The2

RNAP core present in Gram-negative bacteria is composed by five subunit (2α, β, β’, ω) and two additional subunits δ and ε3

were identified in Gram-positive bacteria (1).4

The RNAP core alone is able to elongate the transcription, but it is not capable of its initiation without a σ factor. The σ5

factors are essential for recognition of the promoter sequence, subsequent binding of RNAP to a promoter DNA, and beginning6

of the transcription process (2). The recognized crucial role of σ subunits in the transcription process was used to develop new7

antibacterial drugs (3).8

The numbers of different σ factors are different in various species. There are species with only a single σ factor, but also9

with more than 100 different σ factors (4). The σ factors are divided according to their structure into groups σ70 and σ54.10

There are no sequential similarities between these two groups and there is also another significant difference between these11

two families. The factors from the σ54 family require binding ATP activators (5) in contrast to σ70 factors. The σ70 factors12

are present in all bacterial species and they are divided into four groups according to their domain composition. Vegetative13

σ factors essential for transcription of housekeeping genes are classified into group 1 (σ70 in Escherichia coli, σA in Bacillus14

subtilis). The groups 2 to 4 contain σ factors dedicated to transcriptions of genes expressed upon an environmental stress (4, 5).15

The σ factors of the first group are composed of four domains: domain 1.1, domain 2 (regions 1.2 – 2.4), domain 3 (regions16

3.0 – 3.2), and domain 4 (regions 4.1 – 4.2). Regions 2.4 and 4.2 are critical for both formation of closed complex, i.e., the17

initial stage of binding of RNAP to DNA, and for formation of the transcription bubble called open complex, because they are18

recognizing −10 and −35 promoter consensus hexamers. Region 1.2 affects the stability of the transcription bubble by an19

interaction with DNA between the transcription start site (+1) and the −10 hexamer. Domain 3 binds to the −10 extended20

motif (TGx) preceding the −10 hexamer in some promotors and serves to increase the affinity of RNAP to promotor resulting21

in enhancement of transcription (4).22

The domain 1.1 exhibits a specific autoregulation function as it inhibits the binding of the σ factor to DNA alone. The23

domain 1.1 of σA bound to free RNAP occupies the DNA binding channel (6, 7). The structure of domain 1.1 from B. subtilis24

consists of three α helices forming a hydrophobic core and of two short β strands arranged in a parallel β sheet (8). The25

secondary structure composition is similar to previously studied domain 1.1 from Thermotoga maritima (9). However, the26

structures of these two domains differ despite the sequence similarities. The first helix in the sequences has a significantly27

different orientation in these two structures. Surprisingly, the arrangement of the helices forming the hydrophobic core of the28

domain 1.1 from B. subtilis is similar to domain 1.1 from Escherichia coli (6) solved by X-ray crystallography in complex29

with RNAP and to the structured domain of RNAP δ subunit from B. subtilis (10). The structure of domain 1.1 from B.30

subtilis was shown to be affected by dynamics at the µs–ms timescale, typical for larger structure rearrangement (8). It was31

hypothesized (8) that the determined structure of the domain 1.1 from B. subtilis is in an exchange with a structure similar to32

domain 1.1 from T. maritima. Therefore we decided to obtain detailed information about the low populated state of the B.33

subtilis with atomistic resolution. The results presented here then reveal details of the dynamic equilibrium between the two34

states, its dependence on temperature, and biological implications.35
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Table 1. Comparison of the fitted global exchange parameters at different temperatures to the dispersion profiles, the error represents the
99% confidence level estimated from Monte-Carlo simulations.

T (◦C) kex (kHz) pB (%) reduced χ2

30 1.24 ± 0.01 8.2 ± 0.1 2.7
25 1.05 ± 0.02 3.87 ± 0.04 1.8
20 0.91 ± 0.01 2.18 ± 0.02 2.0
15 0.81 ± 0.02 1.30 ± 0.02 3.7
10 0.76 ± 0.04 0.78 ± 0.02 3.3
5 0.91 ± 0.08 0.43 ± 0.02 4.5
1 1.1 ± 0.2 0.28 ± 0.03 2.0

Results and Discussion.36

Characterization of σ1.1 conformational exchange. Our first goal was to determine the quantitative parameters of the previously37

reported exchange in the backbone of the B. subtilis σ1.1 domain (8). We analyzed data provided by NMR experiments based38

on the Carr, Purcell, Meiboom and Gill pulse sequence (CPMG experiments)(11, 12). Using the CPMG approach, we measured39

how exchange between conformational states contributes to the relaxation of the signal corresponding to the magnetization40

of 15N in the protein backbone. The experiments were performed at seven temperatures ranging from 1 ◦C to 30 ◦C. The41

exchange contribution to the relaxation rate at higher temperatures resulted in a significant attenuation of the NMR signal,42

preventing a detailed analysis of the CPMG data. At 25 ◦C, we detected exchange increasing the relaxation rates by at least43

2.5 s−1 for 47 out of 71 analyzed amide 15N signals. Results are summarized in Supporting information Table S1. The simplest44

two state model of the exchange reproduced the data well. The results of the analysis of the CPMG data of individual residues45

show similar values of kinetic and thermodynamic parameters suggesting that they report the same exchange event. In order46

to test this hypothesis, we tried to fit the available data of residues exhibiting the significant exchange together to obtain a47

single value of the exchange contribution kex and of the population of the minor state pB for all residues at each temperature48

(Table 1). The population of the minor state ranged from approximately 8% at 30 ◦C to less than 0.5% at low temperatures49

(1 ◦C and 5 ◦C). The very low populations at low temperatures resulted in small exchange contributions which were difficult50

to analyze as indicated by a larger χ2 parameter of the fit at 5◦C. A smaller χ2 obtained at 1◦C cannot be attributed to an51

improved quality of the fit but to a lower precision of the input data due to the low signal to noise ratio in NMR spectra.52

Therefore, parameters determined at low temperatures should be interpreted with caution. An increased χ2 parameter was also53

observed at 30◦C. In addition, we detected two residues (A35 and F54) which can not be included in the global fit at 30◦C,54

in contrast to the lower temperatures. It indicates that the dynamics is becoming more complicated and the application of55

two-state model may not be applicable at higher temperatures. Such a trend is expected because higher temperatures usually56

enhance population of additional states which can be safely neglected at lower temperatures. However, the significant drop of57

quality of NMR spectra at higher temperatures did not allow us to study the dynamics beyond the two-state model.58

Despite the mentioned limitations, the determined populations follows the Boltzmann’s law at the temperatures 10 – 25◦C.59

We determined the enthalpy ∆H = (79 ± 10) kJmol−1 and entropy ∆S = (0.24 ± 0.03) kJK−1 mol−1 differences between60

the major and minor state from the temperature dependence of the equilibrium constant K (Figure 1a). In addition, we61

determined the thermodynamic parameters for reaching the transition saddle point on the free energy landscape from the62

major (∆HAB = (90 ± 16) kJmol−1, ∆SAB = (0.09 ± 0.06) kJK−1 mol−1) and minor state (∆HBA = (14 ± 6) kJmol−1,63

∆SBA = (−0.14 ± 0.02) kJK−1 mol−1) from the temperature dependence of the forward and backward rate constants (Figure64

1b,c). Extrapolation of the data to higher temperatures revealed that the low populated state accounted for cca. 12% and 20%65

at 37.0◦C and 43.5◦C, respectively.66

Structural analysis of the minor state. The NMR structure determination of proteins is most typically based on inter-atomic proton-67

proton distances estimated from measured nuclear Overhauser effect (NOE) (13). As supplementary structural information,68

chemical shifts of backbone nuclei and occasionally scalar couplings or residual dipolar couplings (RDCs) (14) are used.69

Unfortunately, the portfolio of available methods for structure determination of low populated states of proteins in an exchange70

with their major state is more limited. It lacks the most fruitful source of structural information, i.e., the inter-atomic distance.71

Therefore, structural analysis of minor states relies mostly on the chemical shifts and RDCs.72

Chemical shifts depend on the local electronic environment of individual nuclei and therefore provide atom-specific structural73

information. The chemical shifts of minor protein states with populations of a few percent and (sub)millisecond exchange74

times are not observed directly in NMR spectra (15, 16). Despite that, NMR spectra of these states can be reconstructed from75

D.T. and K.B. prepared NMR samples, D.T. and P.K. measured NMR spectra, D.T., P.P., and P.K processed the spectra, D.T. and P.K. perform the analyses, D.T., L.Z., L.K., and P.K prepared the manuscript,
P.K. obtained funding for the project.
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Fig. 1. The dependence of equilibrium constant K (a), forward kAB (b), and backward kBA (c) rate constants on temperature.

resonance frequencies of the major state, and chemical shift differences between states derived from CPMG experiments and/or76

chemical exchange saturation transfer (CEST) measurements (see Material and Methods). The detected changes of chemical77

shifts may be used to map the effects of the exchange on the structure.78

Using CPMG and CEST experiments for different nuclei, we were able to obtain nearly complete 15N, 13Cα, 13CO, 1HN79

backbone chemical shifts (Table S2 in Supporting information), as well as |∆ω| (difference between chemical shifts of major and80

minor state) of 13C methyl side-chain chemical shifts (Table S3 in Supporting information). We then combined the chemical81

shift changes of backbone nuclei to a single parameter ∆ωCSP, referred to as the chemical shift perturbance (Eq. 5 in Material82

and Methods).83

Figure 2 shows a structure of the major conformation of σ1.1 color-coded according to the values of ∆ωCSP for residues with84

the chemical shift changes evaluated for all four backbone nuclei (residues 11–65). The negligible chemical shift perturbance of85

flexible termini documents a similar distribution of conformations in both states of the σ1.1 domain. Therefore, we assume86

that the termini retain the native structure. The highest ∆ωCSP values were obtained for the residues 18, 20, 28, 31, 32, 47, 52,87

56, and 65 suggesting that these residues are in a much different local environment in the minor vs. major state.88

Positions of the methyl groups are also depicted in Figure 2 and color-coded according to |∆ω|. In proteins, methyl groups89

are sensitive indicators of structure and dynamics (17) and they often report on events within the hydrophobic core. The90

CPMG experiments measured with σ1.1 samples including stereospecifically labeled methyl groups provided us a complete set91

V15

L55

Fig. 2. The structure of the major state of σ1.1 (PDB 5MWW) color coded according to the size of backbone ∆ωCSP (colored backbone) and methyl |∆ω| (colored models of
CH3 groups) determined for the minor state. The red and orange CH3 models correspond to pro-S methyl of V15 and pro-R methyl of L55, respectively.

Tužinčin et al. | July 26, 2022 | vol. XXX | no. XX | 3



H1 S1 H2 H3 S2

Fig. 3. Dependence of the estimated order parameter S2 based on RCI approach calculated for the major (red) and minor (blue) states of σ1.1.

H1 S1 H2 H3 S2

Fig. 4. Secondary structure propensity prediction calculated for major state (top, blue), and minor state (bottom, red). Secondary structures of major state are shown above the
graph, helical structures are in red, beta sheets structures are in green.

of 13C methyl chemical shifts of the minor state. The most significant changes were identified for Cγ-proS of V15, Cδ-proS of92

L19, both methyls in I34, and Cδ-proR of L55. All these methyls are located in a proximity of aromatic rings in the major93

state (Cγ-proS of V15 is close to F41, other mentioned methyls are in the proximity of Y51). It can be expected that the94

significant disturbance of their chemical shifts is induced by a change of the distance and orientation to the aromatic rings,95

known for a strong effect on the chemical shifts (18). Generally, the results indicate a larger structural rearrangement affecting96

the hydrophobic core of the σ1.1 structure.97

Partial disorder of the minor state. The backbone chemical shift are very sensitive to the secondary structures. A lower98

dispersion of backbone amide proton chemical shifts (Figure S1 in Supporting information) indicates lower tendency of the99

minor state to form secondary structures. Comparison of chemical shifts of all backbone nuclei with their random-coil values100

(Figure S2 in Supporting information) confirmed that the chemical shift changes can be interpreted as a consequence of lower101

propensity of the minor state to form secondary structure.102

Backbone chemical shifts also allowed us to predict the order parameters S2, measuring angular amplitudes of motion for103

the backbone amide groups. The values estimated by the RCI approach (19), plotted in Figure 3, were lower for the minor104

state, in agreement with the lower content of secondary structures. The S2 values indicate that the minor state exhibits higher105

flexibility (compared to the major state) in the regions corresponding to helix 1 (residues F12–R26), helix 3 (residues S45–E57)106

and β-sheet 1 (residues V28–T30). The N-termini (amino acids A1–T11) and the C-termini (amino acids S64–D71) remain107

flexible in both states.108

In order to quantify the tendency to form the secondary structures, the parameter secondary structure propensity (SSP)109

(20) was calculated from chemical shifts of both states. SSP combines chemical shifts from different nuclei (in this case, all110

aforementioned backbone nuclei) into single score representing the expected tendency of a residue to form α-helical (positive111

value) or extended structure (negative value). The results are presented in Figure 4. Compared to the SSP of the major112

state, overall decrease in propensity to form secondary structure is observed across all structural elements of the minor state.113

However, SSP is not uniform in the minor state. The strongest tendency to form secondary structures was observed for helix 2114

and for the β-sheet. The minor state is obviously far from a random coil conformation. Instead, it can be characterized as115

an ensemble of rapidly inter-converting substates (not resolved on the µs–ms time scale probed by our experiments). The116

4 | Tužinčin et al.



ensemble is dominated by conformation with a folded central region, consisting of helix 2 and the adjacent β-sheet. This117

conclusion is supported by RDCs measured for both states as shown is Supporting information Figure S3 and S4. Whereas118

RDCs determined for the major state are in a good agreement with the previously solved structure (8), RDCs of the minor119

state are more scattered, but far from a profile expected for a disordered protein (21).120

Our investigation of the low populated state of the domain 1.1 is one of a very limited number of studies of excited states of121

proteins. Currently, NMR is the only method which allows us to determine temporarily present structures with population of122

few percent in a dynamic exchange with the major state. Nevertheless, NMR methods developed for this purpose (22, 23)123

provide a fruitful insight into possible conformational adaptability of proteins and the minor states may represent biologically124

interesting transition states accessed during a ligand binding or may play a role in a binding controlled by a conformational125

selection. What is a possible role of the minor state in the biological function of σ1.1? The minor state with lower SSP could126

be interpreted as a small fraction of unfolded σ1.1 domain. However, the less structured nature of the minor state does not127

exclude its physiological function. Currently, intrinsically disordered proteins are fully accepted as a functional part of the128

proteome with unique biophysical properties allowing them to play various roles requiring high flexibility and access to a larger129

conformational space than occupied by rigid proteins.130

Here, we have defined the low populated state of the σ1.1 domain, and shown that its percentage markedly increases with131

increasing temperature. The excited structure of the σ1.1 domain is more disordered than the major state. Notably, there is no132

crystal structure of RNAP with the σA subunit from B. subtilis available and a weak electron density map of σ1.1 in the crystal133

structure of RNAP from E. coli indicates that σ1.1 is highly mobile in the holoenzyme (7). The inherent tendency of σ1.1 to134

form a less ordered state, observed in our study, has potential biological implications. It suggests that this conformational135

plasticity affecting the hydrophobic core is important for entry/exit of this domain into/from the primary channel of RNAP.136

This hypothesis is consistent with a recent study that investigated effects of the point mutation I48S in σ70 on transcription in137

E. coli (24), where a disturbance of the hydrophobic core of the protein resulted in significant phenotypic changes compared to138

the wild-type. Although the mutated residue I48 is weakly conserved in primary σ factors, it is often replaced with leucine or139

valine with similar biophysical properties. In B. subtilis this position corresponds to L55, which is located in the C- terminal α140

helix and its sidechain was shown in our study to be highly affected by the conformational exchange (Figure 2 and Table S3 in141

Supporting information). A parallel can be found also with the ω subunit of RNAP, where its flexibility is essential for its142

function, and even silent mutations (mutations that do not change amino acids but codons; subsequently, due to differential143

availability of aminoacylated tRNAs, the protein is folded differently) that reduce this flexibility compromise its interplay with144

RNAP and its biological function (25).145

The higher tendency of the minor state to form α helix 2 and the β-sheet suggests that these secondary structure elements146

represent a core of the σ1.1 structure. Interestingly, the less ordered helices 1 and 3 interact in E. coli RNAP holoenzyme with147

an α helix in a linker between domains 1.1. and 1.2, and with the Gp2 inhibitor produced by the bacteriophage T7 (6). Helices148

1 and 3 are oriented towards to the β’ clamp whose motion was proposed to eject σ1.1 from the RNAP cleft (26).149

Conclusions. We characterized a previously detected low populated state of the σ1.1 domain from RNA polymerase of Bacillus150

subtilis. Its population is about 4% at 25 ◦C undergoing an exchange with the major state at the rate of approximately 1 kHz.151

The determined thermodynamic parameters predict an increase of the population of the minor state with the increasing152

temperature, reaching 20% at 43.5 ◦C. The previously suggested hypothesis (8) that the excited state of the σ1.1 domain153

from B. subtilis is similar to another known structure of σ1.1 domain from T. maritima appears to be incorrect. Instead, the154

studied minor state was identified to be more flexible than the major state and it has a lower propensity to form a structured155

conformation, especially for helices 1 and 3. We hypothesize that the conformational plasticity of σ1.1 plays a role in binding156

and ejection of the domain 1.1 from the binding channel of RNAP.157

Material and methods.158

A. Sample preparation. Cloning procedure of gene encoding σ1.1 was described elsewhere (8). Expression, purification, and159

composition of samples are described in Supporting information. A purity and stability of the samples was verified prior every160

NMR measurement. A special attention was payed to avoid a contamination of glycerol which increases viscosity of the solvent161

and affects the measured relaxation rates. Four samples of wild-type σ1.1 were prepared in this study, each differing in the162

isotopic labeling scheme. The first sample was uniformly labeled with 15N, 13C in a protonated solvent. The second sample163

was uniformly labeled with 15N and contained 1H at all exchangeable positions, in addition, 13C and 1H were incorporated into164

methyl groups of Thr, Met and pro-S Leu, Ile and Val residues (27). All other positions contained 2H and 12C. The third165

sample was prepared in the same way as the second one, with the exception of 13C and 1H being incorporated in different166

methyl groups of Ala and pro-R Leu, Ile and Val residues (28). The fourth sample contained 2H at all exchangeable positions167

and was labeled selectively at the 13Cα positions with the exception of Ile, Leu, and Val, where 13Cβ was partially enriched168

(29). All other positions contained natural abundance of 1H and 12C.169

B. CPMG/CEST measurements. All NMR experiments were performed using Bruker Avance Neo spectrometers. The 15N170

single-quantum relaxation dispersion experiments were performed on 13C, 15N uniformly labeled sample at 1 ◦C, 5 ◦C, 10 ◦C,171

15 ◦C, 20 ◦C, 25 ◦C, and 30 ◦C using NMR spectrometers operating at proton frequencies of 600 MHz and 850 MHz, equipped172

with cryogenically cooled TCI probes. The 15N CPMG experiment was performed in a relaxation compensated version173

(30), with optimized phase cycles applied to 15N CPMG refocusing pulses (31). Backbone amide 15N-1H residual dipolar174
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couplings of the minor conformation were obtained by measuring a set of CPMG relaxation dispersion experiments (TROSY,175

anti-TROSY and continuous wave CPMG (32)) on partially aligned samples at 25 ◦C at 600MHz (equipped with a cryogenically176

cooled TCI probe), 700MHz (equipped with a cryogenically cooled TXO probe), and 850MHz (equipped with a cryogenically177

cooled TCI probe). The maximum CPMG frequency was 1 kHz and the CPMG relaxation delay was set to 36ms in all 15N178

CPMG experiments. Alignment was achieved using Pf1 phage (33) (approximately 18 mg/ml, ALSA Biotech) and PEG179

(C12E5)/hexanol media (34). The analysis of CPMG experiments measured with alignment media were complemented with180

experiments for measurement of the amide 15N longitudinal relaxation rates and relaxation rates of two-spin order (32) of the181

amide 15N-1H spin pair. Residual dipolar couplings of the major state conformation were measured using the IPAP approach182

(35). 15N chemical shifts of the minor state were verified by a CEST experiment (36) performed at a 950MHz spectrometer183

equipped with a cryogenically cooled TCI probe using 15N labeled NMR sample. The CEST experiment was measured with the184

relaxation delay TEX = 0.4 s and irradition with 15N B1 field amplitude 29Hz. The 15N carrier frequency was set to 118.5 ppm185

and the CEST irradiation offset ranged from −1800Hz to 1650Hz with 25Hz steps. Values of 13Cα, 13CO, 1HN chemical186

shifts of the minor state have been derived from CEST-based experiments (37–40). The 13CO CEST experiment (39) was187

performed at the 700MHz spectrometer equipped with a cryogenically cooled TXO probe with the 13C and 15N uniformly188

labeled sample, the CEST irradiation with the B1 field amplitude 32Hz was applied during the TEX = 0.4 s period. The 13C189

carrier was set to 178.7 ppm and the CEST irradiation offsets ranged from −1400Hz to 1400Hz with spacing of 25 Hz. The190
13Cα CEST experiment (37) was performed at the 700MHz spectrometer equipped with a cryogenically cooled TXO probe191

with the specifically labelled 13Cα sample and at the 700MHz spectrometer equipped with a cryogenically cooled TCI probe192

with uniformly 15N and 13C labeled sample using a different variant of the CEST experiment (38) with detection in the form193

of 1H-15N correlation spectra. The identical length of the CEST irradiation period TEX = 0.4 s was used in all 13Cα CEST194

experiments together with the CEST irradiation offsets ranging from −2050Hz to 2100Hz with 50Hz spacing. The CEST195

experiment performed with the specifically labeled sample was measured with the CEST 13C B1 irradiation field amplitude196

26Hz, the 13C carrier frequency was set to 57 ppm. The 13Cα CEST experiment measured with the uniformly labeled sample197

was performed with the CEST 13C B1 field of 30Hz and the 13C carrier frequency was set to 58 ppm. The same experiment was198

repeated with the setup adjusted for glycine residues with the CEST 13C B1 field amplitude 31Hz, the 13C carrier frequency199

set to 43.4 ppm and the CEST irradiation 13C offsets ranging from −1250Hz to 1600Hz with spacing of 25Hz. The amide200

proton chemical shifts were determined based on CEST experiments measured using selective pulse excitation (40) of sweep201

width 1200Hz and 1250Hz and with 3 excitations elements in the used waveform. All measurements of proton CEST were202

carried out on the 850MHz spectrometer with the proton carrier frequency set to the water frequency (4.7 ppm) and the203

CEST irradiation of the length TEX = 0.8 s with offsets ranginging from 2605Hz to 3855Hz with 25Hz step. The first proton204

CEST experiment with the amplitude of the CEST irradiation 29Hz was performed with the deuterated sample containing205

specifically labeled methyl positions at Thr, Met and pro-S Leu, Ile and Val residues. The second experiment was performed206

with the B1 field amplitude 25Hz using the uniformly 15N labeled sample to improve the analysis for residues which signal207

intensities in the 1H-15N correlation spectra were attenuated in the previous experiment due to the specific labeling. Methyl208

relaxation dispersion experiments were performed with samples specifically labeled at methyl positions using the Pf1 phage as209

an alignment medium (33) (approxmately 18 mg/ml, ALSA Biotech). The spin state selective and continuous wave CPMG210

experiments (41) were run at the 850MHz (equipped with a cryogenically cooled TCI probe) and 700MHz (equipped with a211

cryogenically cooled TXO probe) NMR spectrometers with the relaxation delay 30ms and maximum CPMG frequency 1500Hz.212

The sign of the change of the methyl chemical shift was estimated by a comparison of HSQC and HMQC spectra (42).213

C. Data analysis. Data acquired from NMR measurements were converted and processed using the software NMRPipe (43),214

non-uniformly sampled data were processed using NMRPipe, version 9.9, and SMILE 2.0beta. No extrapolation was used in215

the processing of the non-uniformly sampled data and identical signal downscaling factor was used for independently processed216

spectra in relaxation or CEST series. The analysis and visualisation of spectra were done in the software NMRFAM-Sparky217

(44). In CPMG data sets signal intensities obtained from 2D spectra measured in relaxation series were converted into the218

effective relaxation rates R2,eff using the Octave 3.8.2 program (45) employing the function leasqr from the package optim, by219

fitting peak intensities to a mono-exponential decay using a nonlinear least-squares approach:220

I1(νCPMG) = I0e
−R2,effT [1]221

where νCPMG = 1/4τ , with 4τ being the interval between consecutive refocusing pulses of the CPMG sequence that is applied222

during a constant relaxation delay of duration T . I1(νCPMG) and I0 are the signal intensities in spectra measured with and223

without the relaxation delay T . The error in peak intensities was estimated from the random spectral noise sampled at 10 000224

random positions, outside of peak regions. Uncertainties in the R2,eff relaxation rates were determined by 2000 Monte Carlo225

simulation steps. Subsequently, relaxation dispersion profiles were fitted to the Carver-Richards two-site exchange model226

(46) using a software package GLOVE (47). The global exchange parameters, pB (population of the minor state) and kex227

(exchange rate) were extracted by global fitting. Values of ∆ω (chemical shift difference between the states) were extracted228

on the per-residue basis. Uncertainties in the exchange parameters were established by 5000 Monte Carlo simulations. The229

dependence of the population of the minor state pB on temperature was used to obtain the change of enthalpy ∆H and entropy230

∆S upon transition to the minor state following the Boltzmann’s law:231

K = pB

1 − pB
= e− ∆H−T∆S

RT , [2]232

6 | Tužinčin et al.



where R is the molar gas constant, T is the absolute temperature, and the fraction pB/(1 − pB) represents the equilibrium233

constant K.234

The change of enthalpy and entropy for a transition from the ground state (∆HAB and ∆SAB, respectively) or from the235

minor state (∆HBA and ∆SBA, respectively) to a transition saddle point was determined following the Eyring equation:236

kAB = pBkex = kBT

h
e− ∆HAB−T∆SAB

RT , [3]237

238

kBA = (1 − pB)kex = kBT

h
e− ∆HBA−T∆SBA

RT , [4]239

where kB is the Boltzmann’s constant, h is the Planck constant, and T is the thermodynamic temperature. Errors of240

thermodynamic parameters were estimated using the smooth Bootstrap method.241

In CEST data sets, the peak intensities were collected from 2D spectra in B1 position series. Uncertainties in intensities were242

estimated in the same way as mentioned above. CEST profiles were generated and exchange parameters were extracted using243

the software ChemEx (48) (http://www.github.com/gbouvignies/chemex). Global/per-residue fitting as well as uncertainty244

estimation was done as described for the CPMG data set.245

The chemical shift perturbance was calculated as246

∆ωCSP =
√

1
n

∑
i

(αi∆ωi)2, [5]247

where n was the number of available chemical shift disturbance for backbone nuclei in each residue and the parameters αi were248

0.32, 0.19, 0.12, and 1.00 for 13CO, 13Cα, 15N, and 1HN nuclei, respectively.249
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8 | Tužinčin et al.


	Sample preparation
	CPMG/CEST measurements
	Data analysis

