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Abstract
In existing surgery process, surgeons need to manually adjust the laparoscopes to provide a better field of view during operation,
which may distract surgeons and slow down the surgery process. This paper presents a data-driven control method that uses a
continuum laparoscope to adjust the field of view by tracking the surgical instruments. A Koopman-based system identification
method is firstly applied to linearize the nonlinear system. Shifted Chebyshev polynomials are used to construct observation
functions that transfer low-dimension observations to high-dimension ones. The Koopman operator is approximated using
a finite-dimensional estimation method. An optimal controller is further developed according to the trained linear model.
Furthermore, a learning-based pose estimation framework is designed to detect keypoints on surgical instruments and provide
visual feedback for adjusting the laparoscope. Compared with other detection methods, the proposed scheme achieves a higher
detection precision and provides more optional keypoints for tracking. Simulation and experiments validate the feasibility of the
proposed control method. Experiment results show that the proposed method can automatically adjust the field of continuum
laparoscope through tracking surgical instruments in a timely manner and the number of surgical tools is not limited.

ToC Figure

Figure 1: Framework of the automatic tracking system of the surgical instruments with a continuum laparo-
scope. This is a caption
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Introduction

Robot-assisted minimally invasive surgery (RMIS) has received an increasing amount of attention because
of its unique advantages compared with traditional open surgery.[1-5] In RMIS, laparoscopes used to display
the surgical scenario on a screen are usually held by a robotic arm instead of an assistant. Surgeons need to
frequently pause the operation of surgical instruments and adjust the laparoscope to provide a better field
of view (FOV). This distracts the surgeon during the surgery, thereby prolonging the operation time and
causing surgeon fatigue.

A laparoscopic control method to adjust the FOV of laparoscopy by tracking surgical instruments automat-
ically during the surgical procedure needs to be developed. Currently, rigid laparoscopy is widely applied
to RMIS with automatic FOV adjusting algorithms. Yang et al. proposed a region-based visual servoing
method to automatically manipulate laparoscopy with colored markers, which can improve the control ef-
ficiency and safety of FOV.[6] An autonomous surgical instrument tracking method without any markers
was further proposed based on the visual tracking space vector.[7] However, these methods encounter the
workspace problem. When operating a rigid laparoscopy using a robotic arm, avoiding collision between
the robot arm and the other surgical instruments is necessary. Therefore, using a robotic arm to operate
a rigid laparoscope in a narrow workspace is difficult, leading to the limited adjustment workspace of rigid
laparoscopy.

Continuum manipulators have been widely applied in robotic surgical applications due to their higher dex-
terity and less workspace required.[8-10] Recently, continuum manipulators have been used for automatic
FOV adjustment with visual servoing in RMIS.[11] However, the dynamics of continuum manipulator are
always highly nonlinear and high-dimensional due to the mechanical compliance of its structure.[12] These
characteristics bring challenges to the precise control of continuum manipulators. Existing methods usually
simplify the continuum manipulator based on physical assumptions in establishing dynamic models, such as
piecewise constant curvature model, pseudo-rigid-body, quasistatic and simplified geometry. [13-20] Assump-
tions in these simplified models may lead to deviation under actual conditions and inaccurate results, which
are not feasible for use in practice, especially for scenarios with high precision requirements.

Recently, data-driven control methods such as neural networks and reinforcement learning, have shown
great potential for controlling continuum manipulators.[21,22] The advantage of these methods lies in the
input-output mapping of the system derived from sensing data without analytical modelling and complex
computation. Given enough collected input-output data, data-driven models can describe the behavior of
the system over its entire operating range. However, these methods usually require many tuning param-
eters and repeated trials to establish accurate models. Other concerns include low real-time performance
and computational complexity.[23] Koopman operator provides an alternative solution for establishing the
dynamic model of a continuum manipulator based on its unique linear structure.[24,25] Koopman operator
lifts the nonlinear dynamic model of the system into an infinite-dimensional space and evolves the state
functions, which are also called observation functions in the new space. In this way, the dynamic model of
the nonlinear system can be easily propagated in a linear manner, relying on input-output data only. As a
result, linear control methods can be applied to control the continuum manipulator with high precision.

Apart from accurate system identification, a close-loop control with high precision visual feedback is also
important. Visual feedback in laparoscopic instruments tracking can be divided into two types: marked
methods and unmarked methods. Marked methods manually add a characteristic marker on the instrument
for easy detection. Although this method can localize the target quickly, uncertainty exits due to the presence
of blood and gas during surgery. Furthermore, this method provides surgeons with a poor experience and has
a low tracking precision because markers are usually located at a non-client rod of the instrument. Unmarked
methods usually choose the whole metal part of the instrument as the detecting area and then detect the
area as an object detection task using a deep learning algorithm.[26] However, this method requires surgeons
to focus on different points of operation at different stages of surgery, and the method is often not flexible
enough. For example, the ultrasonic knife in surgery used to resect tissue and the focused point should be
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the tip of the instrument. Scissors are used to clamp tissues or needles, so the focused point should be the
center of the clasper. Therefore, the unmarked methods result in a less accurate visual feedback.

In this present work, we focus on autonomous control of a continuum laparoscope to adjust the FOV and
keep the surgical instruments at the view center in RMIS. To address this critical issue, we proposed an
automatic surgical instrument tracking framework based on a Koopman-based control scheme and learning-
based vision feedback. This framework can be divided into two units. The first unit is the data-driven
system identification unit, which applies the Koopman operator to transfer a nonlinear dynamics system
into a linear closed-loop control. Unlike the Taylor-based method, we introduce the Chebyshev polynomials
to choose observation functions.[27,28] Chebyshev polynomials is a global approximation method dependent
on high-order derivatives of the system state as existing methods. The approximation error of the proposed
method is also analyzed. A linear quadratic regulator (LQR) controller is further used for real-time control
based on the linear representation of the continuum laparoscope.

The second unit is the visual feedback and optimal control unit, which provides control feedback for the
surgical instruments tracking task. In this unit, a deep keypoints detection network is developed to predict
the pixel positions of keypoints on the surgical instruments. Unlike the existing object detection methods, a
pose estimation method is developed to detect the keypoints on surgical instruments. The pose estimation
method can directly regress the pixel coordinates of the keypoints on surgical instruments, instead of de-
tecting the whole area as the object detection method. This method can increase the precision of keypoints
detection, and is beneficial to the subsequent control tasks. The keypoints needed as the tracking point can
be selected flexibly according to different surgery stages in the following control system. In addition, weights
of different surgical instruments can be set by surgeons when multiple instruments are used according to
their requirements.

Experimental Section/Methods

We build an experiment platform based on the proposed automatic tracking system to validate the data-
driven control method. A 2mm diameter pinhole camera with a resolution of 400×400 pixels is fixed at
the end effector of the cable-driven continuum manipulator (Intuitive Surgical, California, USA). Sensing
image can be obtained with a frequency of 30 Hz through a USB port. The continuum manipulator has four
connected joints, which can be divided into two groups. Joint1 and Joint4 control movement in the X-axis
direction, and both are actuated by a brushless motor (Maxon Group, Sachseln, Switzerland). Joint2 and
Joint3 control movement in the Y-axis direction and are actuated by another brushless motor. The continuum
manipulator is fixed in the Z-axis direction, which could ensure safety once the initial position is determined.
Elmo drivers (Elmo Motion Control Ltd., Israel) are used to actuate motors precisely by receiving command
from TwinCAT3 (Beckhoff Automation GmbH & Co. KG, Germany) through the EtherCAT bus. The Large
Needle Driver and the Grasping Retractor (Intuitive Surgical, California, USA) are used in this work.[4] The
Large Needle Driver holds the needle while forcing the tip through the tissue to complete the suturing task
in RMIS. Grasping Retractor are used to retract the tissue to reveal the surgical scope so that the surgeon
can explore the surgical area and perform surgery.

In order to calculate the infinite-dimensional approximation of the Koopman Operator, a set of system states
and corresponding inputs were collected. We collected 100 trials with random initial inputs of the motors.
Then the input of the two motors varies one cycle according to the trigonometric function to generate the
states. Following this rule, the continuum laparoscope runs 500 steps a cycle in the workspace. Finally, we
collected 50,000 pairs of data about system states and inputs. The Koopman operator of the continuum
laparoscope system is estimated according to the system identification method.

Furthermore, we also evaluate the dynamic uncertainty of the continuum laparoscope system based on the
data collection. Dynamical uncertainty means that the same inputs may lead to slightly different outputs.

3
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This uncertainty is caused by motor encoder error and system assembly error. Specifically, the system gets
input that changes periodically.

The output of the system over 100 cycles is then collected, and the standard error over 100 cycles is calculated.
The standard error of the system is 19 pixels. The internal error of this system will affect our tracking
experiment, which cannot be eliminated by the designed controller.

Results

Experiments on tracking static instruments

To evaluate the autonomous laparoscopic control method to adjust the view of a continuum laparoscope,
we perform the experiments on static surgical instruments. We conduct repeat trials for different surgical
instruments. Only the initial position of the surgical instrument is different. As shown in Figure 2(a), the
black point represents the initial position of the tracking keypoint on the surgical instrument. The scatters
mean the position of the tracking point relative to the center of the FOV at each step. Figure 2(b) shows the
distance between the tracking point and the FOV center of the laparoscope. When the continuum laparoscopy
was controlled to automatically adjust the FOV based on visual feedback, it needs approximately 25 steps
to approach the center of the FOV. This is consistent with our verification in the simulation environment.
After 25 steps, the continuum laparoscope remains largely stationary, indicating that our approach provides
a stable FOV after the tracking purpose is reached. The tracking error is approximately 39.1 pixels when
the system is stable.

Figure 2(c) shows the keypoints on the two surgical instruments and the pixel position of our tracking points
relative to the center of the FOV at each step. Notably, the weights of both surgical instruments in the
FOV are the same. Figure 2(d) shows changes of the tracking error and relative position of the two surgical
instruments, which is consistent with the performance when a single surgical instrument tracking taskis
performed. The performance of tracking static surgical instruments proves the feasibility of our proposed
data-driven control approach.

Experiments on tracking moving instruments

Firstly, we evaluate the proposed method with one moving surgical instrument. As shown in Figure 3(a),
the scatters represent the relative position of the tracking points on the surgical instrument in the FOV of
the continuum laparoscope. The number of color-bar means the density of the tracking points in the image
plane. The higher the value, the more times the tracking point locates in the area with the movement of
surgical instrument. It is seen that most of the tracking points locate near the center of the FOV. The
distance between the tracking point and FOV center of the laparoscope is shown in Figure 3(b). The average
distance while tracking a moving surgical instrument is approximately 45.77 pixels.

Secondly, we extend the tracking task to two surgical instruments. We set the same weights for the two
surgical instruments in the tracking process. The same weights mean the tracking point is located at the
midpoint of the keypoint on the two surgical instruments. Figure 3(c) shows the relative pixel position of
the tracking points in the image plane. Figure 3(d) shows tracking error while tracking double surgical
instruments. The average distance is about 28.47 pixels.

4
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Figure 2: Experimental results while the continuum laparoscope tracking the static instruments (Large
Needle Driver and Grasping Retractor). Black points mean the initial position of tracking point in FOV. (a)
Tracking the two surgical instruments respectively with different initial position. (b) Distances between the
tracking point and the center of FOV while tracking the two surgical instruments respectively. (c) Tracking
the two surgical instruments simultaneously. (d) Distances between the tracking point (center of the two
instruments) and the center of FOV.
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Figure 3: Pixel position of the moving surgical instruments (Large Needle Driver and Grasping Retractor)
compared with initial position. Color bar represents the position density. (a) Pixel coordinates density of
the tracking point while the single surgical instrument moving. (b) Distances between the target position
and center of the view while tracking the single surgical instrument. (c) Pixel coordinates density of the
tracking point while the double surgical instrument moving simultaneously. (d) Distances between the target
position (center of the two instruments) and center of the view.

6



P
os

te
d

on
A

ut
ho

re
a

6
Ju

l2
02

2
|C

C
-B

Y
4.

0
|h

tt
ps

:/
/d

oi
.o

rg
/1

0.
22

54
1/

au
.1

65
71

24
65

.5
66

64
67

6/
v1

|T
hi

s
a

pr
ep

ri
nt

an
d

ha
s

no
t

be
en

pe
er

re
vi

ew
ed

.
D

at
a

m
ay

be
pr

el
im

in
ar

y.

Discussion

Researchers reported the clinical requirements for adjusting the FOV of the laparoscope with the movement of
surgical instruments.[7] The researchers analyzed collected videos of different clinical surgeries. They found
that the average distance from the tip of the surgical instruments to the FOV center of the laparoscope
was about 423.84 pixels, even though the surgical assistant was constantly adjusting the laparoscopic field of
vision during the procedure. Considering the resolution of collected surgical videos, the error is approximately
22.08% of the horizontal resolution and 39.24% of the vertical resolution.

We have demonstrated the feasibility of our proposed autonomous laparoscopic control approach to adjust
FOV regardless of whether the surgical instruments are moving. Although the fast movement of surgical
instruments leads to the accuracy of keypoint detection and then affects the accuracy of surgical instrument
tracking. From the experiment results on the automatic tracking task of surgical instruments, the distances
between the tracking point and the center of FOV while tracking single moving instruments and double
moving instruments are about 45.77 pixels and 28.47 pixels, respectively. The results are approximately
11.44% and 7.12% of our continuum laparoscopic FOV, which is also much smaller than the FOV error of
clinical surgery. Considering the dynamic uncertainty of the continuum laparoscope system, the internal error
of this system is about 19 pixels. This indicates our autonomous FOV adjusting method with a continuum
laparoscope can satisfy the clinical requirements. In addition, laparoscopic FOV adjustment as part of the
surgical procedure, our approach can promote the automation of the robotic surgery process.

Conclusion

This article presents a data-driven control method for a continuum laparoscope system with learning-based
visual feedback to adjust the FOV automatically in RMIS. We first develop a nonlinear system identification
method using the Koopman operator and Chebyshev polynomials. Then we build an LQR controller based
on the trained Koopman Operator with the visual feedback. To provide precise visual feedback for the
control system, a learning-based keypoint detection method is designed without any manual markers. This
method provides more options for selecting keypoints on surgical instruments during the different surgical
processes while ensuring detecting accuracy. Simulation and experiments are performed to evaluate the
proposed methods. Compared with other keypoint detection methods, the pose estimation method provides
higher accuracy. Tracking experiments show the feasibility of the proposed data-driven control method of a
continuum laparoscope for adjusting the FOV automatically. Experiments results shows that the proposed
method can also satisfy the clinical requirements. In the future, the freedom of continuum laparoscope in
Z-axis direction to enlarge the view will be considered to provide surgeons a better experience. Constrained
workspaces and inputs will be studied to ensure safety during robotic surgery.
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